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ABSTRACT

A new design approach is presented in this study for tuning of proportional-integral-derivative (PID) controller parameters in a DC–DC buck converter 
utilizing a hybrid whale optimization algorithm (WOA) with simulated annealing (SA), namely the WOASAT algorithm, which uses a tournament 
selection mechanism. The proposed algorithm’s efficacy ensures that the optimum PID controller parameters are tuned quickly and that the quality 
of tuning is high. A time domain performance index is utilized to validate the proposed WOASAT-based PID controller’s performance. In addition, from 
the comparative results of statistical analysis, frequency response analysis, transient response analysis, disturbance rejection analysis, and performance 
indices analysis, the proposed WOASAT-PID controller was found to be more efficient than the SA-PID controller and WOA-PID controller in enhancing 
the buck converter’s transient response.
Keywords: Hybridization, whale optimization algorithm, simulated annealing, tournament selection, PID controller parameter tuning, buck converter, 
output voltage regulation

Introduction

Switching DC–DC converters have become the most common power electronics systems to 
meet the power supply needs of high-end devices such as today’s battery-powered tablets, 
smartphones, and media players to operate well at high performance [1]. Therefore, switching 
power supply systems must also be well designed and perform well. However, designing of 
the controllers used in these systems is not an easy task due to a nonlinear and time-varying 
character of the switching system.

In industry, the proportional-integral-derivative (PID) controller is the most commonly utilized 
controller, but its effectiveness depends on fine tuning of its parameters. Although traditional 
methods such as the pole placement and Ziegler–Nichols have been used for this task, the 
use of advanced methods such as heuristic optimization algorithms have been increasing in 
recent years [2-4]. The heuristic optimization algorithms studied in the literature for tuning PID 
controller parameters in a DC–DC buck converter control are the bacterial foraging algorithm 
(BFA) [5], firefly algorithm (FA) [6], particle swarm optimization (PSO) [7], genetic algorithm 
(GA) [8], and whale optimization algorithm (WOA) [9].

The WOASA algorithm [10] is a hybridization of the WOA algorithm [11] with the simulated 
annealing (SA) algorithm [12]. However, in the original paper [10], two types of hybridization 
models and two types of solution-selection models, which enable the hybrid algorithm to 
explore the solution space, were proposed. The first hybridization model is called the low-lev-
el teamwork hybrid (LTH). In this hybridization model, SA works as an embedded operator in 
WOA, looking for a better solution around both the randomly selected solution and the best 
solution found until that moment. The hybrid algorithm obtained by this method was named 
WOASA1. In the second hybridization model, SA is used after the WOA application, that is, the 
best final solution WOA finds is further developed with SA. The hybrid algorithm obtained 
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by this method was named WOASA2. In the new methods 
obtained by both hybridization models, a random selection 
mechanism was used for the solution space exploration of the 
algorithm. In addition, the other two new algorithms obtained 
by the same hybridization models using the tournament se-
lection mechanism alternative to the random selection mech-
anism were referred to as WOASAT1 and WOASAT2, respec-
tively. As a result, while the exploitation phase of the original 
algorithm was improved by the hybridization of WOA with SA, 
the exploration phase of the original algorithm was improved 
by the use of the tournament selection mechanism. After the 
conducted tests with a variety of test functions and feature 
selection problem as a real-world engineering problem, the 
aforementioned four different WOASA algorithms (WOASA1, 
WOASA2, WOASAT1, and WOASAT2) have been shown to ef-
fectively solve optimization problems, including the ones with 
unknown search spaces [10].

However, other than the aforementioned feature selection 
problem, the application of the WOASA algorithm to another 
engineering problem has not been encountered in the litera-
ture. Therefore, in this study, the WOASAT algorithm (WOASA 
with tournament selection [WOASAT2 in the original paper]) 
is proposed to optimize PID controller parameters in a DC–DC 
buck converter system, which is the first application of the 
WOASAT algorithm in electrical engineering field. The effec-
tiveness of the proposed method was confirmed by simulation 
results. As for the rest of this paper, in the second section, the 
modeling of buck converter based on the switching signal-flow 
graph method is presented. In the third section, the buck con-
verter with a PID controller is explained; in the fourth section, 
the WOASAT algorithm is given; in the fifth section, the applica-
tion of the proposed WOASAT-based PID controller and simula-
tion results for the buck converter are presented; and finally, the 
summary of important findings is presented in the conclusion.

Buck converter model
Since the buck converter is a DC–DC switching system and 
therefore is a time-varying and nonlinear circuit, its linearized 
model must first be obtained in order to design the controller. 
For this purpose, modeling methods such as state-space av-
eraging or circuit averaging are usually used [13, 14]. Figure 1 
shows a buck converter system without any controller.

The switching signal-flow graph method, which is also based on 
the state-space-averaging method, is an extension of the sig-
nal-flow graph theory [15]. The small-signal transfer functions 
obtained with this method, which are used in the controller 
design, are the same as the transfer functions obtained by the 
state-space-averaging method. However, it allows small-sig-
nal models for switching converters to be obtained in a more 
visible and rapid way [16]. Therefore, the use of the switching 
signal-flow graph method in modeling and controller design of 
high-order power electronics circuits is becoming increasingly 
common [16-18]. In this study, a dynamic circuit model of buck 
converter was obtained by the switching signal-flow graph 
method, but the details of the model’s derivation were not giv-

en due to the number-of-pages constraint. For these, one can 
refer to [15] and [16]. Figure 2 shows the small-signal (dynamic) 
model of a buck converter circuit.

From the signal-flow graph in Figure 2, the flow graph algebra 
and the Mason gain formula [19], small-signal (dynamic) trans-
fer functions of a buck converter, can be obtained as follows:

     , (1)

, (2)

, (3)

. (4)

Equations (1) and (2) are the control-to-output and the in-
put-to-output small-signal responses for the case where the 
capacitor voltage is selected as output, respectively. Similarly, 
Eqs. (3) and (4) are the control-to-output and the input-to-out-
put small-signal responses for the case where the inductor cur-
rent is selected as output, respectively. In Table 1, buck convert-
er parameters [9] and, in Figure 3, its open-loop step response 
are given. It is obvious from the figure that in the absence of 

Figure 1. Buck converter system without of any controller

Figure 2. Buck converter small-signal (dynamic) model
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the controller, the transient response of the buck converter is 
stable but that it needs some improvement.

Buck converter with a PID controller

Figure 4 illustrates the block diagram of the buck converter sys-
tem with a PID controller.

Here, ṽref (S), ṽe (S), and ṽO (S) are the reference voltage, error 
voltage, and output voltage, respectively. When the parame-
ters in Table 1 are used, the unity feedback closed-loop transfer 
function of the buck converter is obtained as follows:

. (5)

To obtain a high-level dynamic performance from the system, it 
is necessary to set the KP, KI, and KD parameters in the best way.

Overview of WOA, SA, and WOASAT 

Whale optimization algorithm
WOA is a simulation of the bubble-net feeding behavior of 
humpback whales [11]. During the optimization process, 
whales search (explore) their prey’s location and attack (ex-
ploit) it utilizing one of the two mechanisms: the shrinking 
encircling mechanism or spiral-position-updating mechanism. 
How foraging behavior of whales was modeled mathematically 
will be explained in the next subsections.

Prey search (exploration stage)
Whales randomly search for their prey with respect to the po-
sition of each other. Therefore, forcing the search agents (all 
whales, except the reference whale) move away from a ran-
domly chosen reference whale is essential to carry out a global 
search at this stage. This behavior can be mathematically mod-
eled as

. (6)

Here, →A and →C are coefficient vectors, →X is the position vector, 
 Xrand is a random position vector (a random whale) chosen from 

the current population, · is an element-by-element multiplica-
tion, |·| is the absolute value, and t is current iteration. →A and →C 
vectors are calculated as follows:

, (7)

.      (8)

Here,  →a decreases linearly from 2 to 0 during iterations, and →r  is 
a random vector in a range of [0,1]. Since the vector →A will be in 
a range of [–a,a], which is [−2,2] here, the exploration of search 
space by this mechanism is possible if 

 
|→A | >1. This mechanism 

is called encircling the prey [11], and it is also used for the ex-
ploitation of the search space in a shrinking fashion when |→A | 
≤1, and it will be explained in the next subsection.

Bubble-net attacking of prey (exploitation stage)
As mentioned before, there are two mechanisms that can be 
used at the exploitation stage of WOA to mimic the bubble-net 

Figure 3. Buck converter open-loop step response

Figure 4. Buck converter system with a PID controller

Table 1. Parameters of the DC–DC buck converter used in 
simulation  

Parameters Values

Source voltage Vg 36 V

Load resistance R 6 Ω

Filter inductor L 1 mH

Filter capacitor C 100 µF

Operating point voltage Vref 12 V

Duty cycle of switch D 1/3

Switching frequency fs 40 kHz

DC: direct current
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attacking behavior of humpback whales, which will be ex-
plained in the following subsections.

Shrinking encircling mechanism: Humpback whales encircle 
their prey when they pinpoint its location. In WOA, the target 
prey is the current best solution. In the search space, because 
the position of the optimal design is not known in advance, 
all other search agents will update their position toward the 
best search agent (target prey). This behavior is mathematically 
modeled as follows:

.  (9)

Here, →X' is the position vector of the best solution (target prey) 
obtained so far, and  |→A | ≤1 with a linearly decreasing value of 
→a as in Eq. (7) to simulate a shrinking encircling mechanism, as 
mentioned before. Hence, the next position of a search agent 
can be determined anywhere in between the original position 
of the agent and the position of the current best agent (target 
prey).

Spiral-position-updating mechanism: The first thing to do in 
this mechanism is to calculate the distance between a whale 
and its prey. Then, a spiral-position-updating equation is creat-
ed between the position of a whale and its target to simulate 
the helical motion of whales as follows:

. (10)

Here, b is a constant to define the logarithmic spiral’s shape, l is 
a random number in a range of [−1,1], and · is an element-by-el-
ement multiplication as presented before.

The aforementioned two mechanisms of the bubble-net hunt-
ing behavior of whales happen simultaneously. Therefore, this 
process is modeled with an equal probability of choosing ei-
ther mechanism as follows:

, (11)

Here, p is a random number in a range of [0,1].

Simulated annealing
SA is a single-solution-based heuristic algorithm proposed 
by Kirkpatrick et al. [12]. In SA, a worse solution with a certain 
probability is accepted to overcome the local optima stagna-
tion. It starts the optimization process with a randomly gener-
ated initial solution, and at each iteration, a neighbor solution 
to the best solution obtained so far is generated according to 
the neighborhood structure previously defined, and its fitness 
function is calculated. The fitter neighbor is always accepted. 
However, a worse neighbor can only be accepted with a certain 

probability. This is calculated using the Boltzmann probability 
as follows:

PB = e −φ/ T      (12)

Here, T is the so-called temperature that is decreasing accord-
ing to some cooling schedule during the search process, and 
φ is the difference between the best solution’s fitness value 
(BestS) and the generated neighbor’s (TrialS) fitness value. In this 
paper, the cooling schedule is defined as T=0.93∙T, and the ini-
tial temperature is set to T0 [10].

Whale optimization algorithm with simulated annealing
The original WOA algorithm yields superior results in many 
optimization problems. However, whatever the fitness value of 
the current solution and the operated one are, a blind operator 
is used for exploitation. To represent hybridization between the 
global search algorithm (WOA) and the local search algorithm 
(SA), this operator is replaced with a local search that takes a 
solution as its initial state, works on it, and replaces it with the 
enhanced one.

Here, the SA algorithm can be used in two hybridization mod-
els to enhance the exploitation; the LTH and the high-level re-
lay hybrid (HRH). In the LTH model, SA searches the neighbor-
hood of the best search agent so far to ensure that it is the local 
optimum, and hence, it is utilized as a component in the WOA 
algorithm. In the HRH, after WOA terminates the optimization 
process, SA is employed to improve the best solution found by 
WOA. Also, the diverseness of the hybrid algorithm can be pre-
served either by a random selection mechanism or tournament 
selection mechanism for selecting the search agents among 
the population.

In this paper, the WOASAT algorithm obtained by the HRH 
model, which gave the best results in the original paper [10], 
will be used from the two hybridization models. Accordingly, 
after WOA finds the best solution, SA will be used to improve 
and replace this final best solution. However, for selecting the 
random solution that lets the algorithm to explore the solution 
space, the tournament selection mechanism will be used as in 
the original paper. The flow diagram of the WOASAT algorithm 
is shown in Figure 5.

Simulation Results and Discussion

This section presents the PID controller design, which is tuned 
by the WOASAT algorithm to improve the transient response of 
the DC–DC buck converter system. The SA-PID and WOA-PID 
are the approaches selected for comparison in different anal-
ysis studies.

Design of the PID controller using WOASAT for a DC–DC 
buck converter system
When tuning controller parameters with heuristic and me-
ta-heuristic optimization techniques based on artificial intel-
ligence, some performance indices are used as the objective 
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function. In this study, the most common and most effective 
objective function [20, 21] was preferred and given as follows:

 (13)

where Ess is the steady state error, Mp is overshoot percentage, 
Ts is settling time for a ±2% band, and Tr is rise time. α is the 
weighting coefficient usually set to 1 [22, 23]. However, it is 
essential to specify lower and upper limits of parameters to 
be optimized when solving optimization problems with con-
straints. In this study, the limits of the PID controller parameters 
are given as in Eq. (14). The conceptual block diagram of the 
DC–DC buck converter system with a WOASAT-based PID con-
troller using a hybrid approach is shown in detail in Figure 6.

 ,  (14)

To ensure a proper performance comparison, each algorithm 
(the original SA, the original WOA, and the hybrid WOASAT) 
was determined to have a population size of 25 and a total it-
eration number of 30, which is the termination criterion. In the 
PID controller design phase, each algorithm was run 20 times. 
While the PID controller parameters are optimized at each run, 
the average elapsed times are 73.8544 s for WOA, 41.9733 s 
for SA, and 86.0576 s for WOASAT. As can be seen in the box 
plot analysis shown in Figure 7, the statistical performance of 
the WOASAT-based approach is better than the performance 
of other approaches. Also, the convergence curve of each al-
gorithm attempting to find the best parameters selected from 
20 runs is illustrated in Figure 8. As seen from the figure, in 
comparison to SA and WOA, although the WOASAT algorithm 
converges after a larger number of iterations, the obtained ob-
jective function J has the lowest value, which indicates that the 
hybrid algorithm is not stagnated to the local minimum.

With the completion of the optimization process, the optimal 
values of PID controller gains (KP, KI and KD) obtained by var-
ious algorithms are listed in Table 2. The closed-loop transfer 

Figure 5. Flowchart of WOASAT
Figure 6. Block diagram of the buck converter system with a 
WOASAT-PID controller 
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functions considering the parameters in the table are given in 
Eqs. (15-17). Numerous analyses can be easily performed and 
verified through these transfer functions:

  (15)

  (16)

 (17)

Transient response analysis
The time responses of buck converter with various controllers 
are illustrated in Figure 9. In addition, comparative numerical 
results are presented in Table 3 in terms of overshoot, settling 
time, and rise time, which are important transient response 
criteria. As clearly seen from Figure 9 and Table 3, the WOA-
SAT-based PID controller perfectly improves the transient re-
sponse of the buck converter system.

Frequency response analysis
In this subsection, the frequency response analysis of a DC–DC 
buck converter with the proposed WOASAT-tuned PID control-
ler is examined comparatively. In evaluation of the frequency 
response of the system, gain margin, phase margin, and band-
width criteria were examined. The magnitude and phase curves 
of the buck converter system designed with the proposed ap-
proach are illustrated in Figure 10. In addition, comparative fre-
quency response results are listed in Table 4. As seen from the 
table, compared to the other two approaches, the performance 
of the closed-loop controlled buck converter system using the 
hybrid approach based PID controller is the best because of 

Figure 7. Box plot for SA-PID, WOA-PID, and WOASAT-PID

Figure 8. Convergence curves for SA-PID, WOA-PID, and WOA-
SAT-PID

Table 2. Optimized parameters of PID controllers   

Proposed Controllers KP KI KD

SA-based PID 40.3741 9.45461 0.007808

WOA-based PID 43.5764 7.85992 0.008994

WOASAT-based PID 16.893 3.20991 0.009948

PID: proportional-integral-derivative; SA: simulated annealing; WOA: whale 

optimization algorithm; WOASAT: hybrid whale optimization algorithm and 

simulated annealing with tournament selection

Table 3. Transient response analysis results   

Proposed 
Controllers

Overshoot 
(%)

Settling 
Time

 (±2%, s)
Rise Time 

(0.10→0.90, s)

SA-based PID No overshoot 1.3726×10−6 7.7874×10−7

WOA-based 
PID No overshoot 1.1950×10−6 6.7658×10−7

WOASAT-based 
PID No overshoot 1.0923×10−6 6.1346×10−7

PID: proportional-integral-derivative; SA: simulated annealing; WOA: whale 

optimization algorithm; WOASAT: hybrid whale optimization algorithm and 

simulated annealing with tournament selection

Table 4. Comparative bode stability analysis results   

Proposed Controllers

Gain 
Margin 

(dB)
Phase 

Margin Bandwidth

SA-based PID infinite 177.1461° 2.8077×106

WOA-based PID infinite 177.4675° 3.2334×106

WOASAT-based PID infinite 180° 3.5728×106

PID: proportional-integral-derivative; SA: simulated annealing; WOA: whale 

optimization algorithm; WOASAT: hybrid whale optimization algorithm and 

simulated annealing with tournament selection
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having a phase margin of 180° and the maximum bandwidth.

Comparison of time-domain integral-error-performance 
indices
A comparative performance analysis of the proposed WOA-
SAT-based controller can be performed by some integral of 
error-based performance indices. For this purpose, four well-
known indices [24, 25] were used:

 (18)

 (19)

 (20)

 (21)

In (18-21), e = ṽref - ṽO is an error signal, and Tsim is the simulation 
time chosen as 0.00001 s. The values of these indices for the 
SA-, WOA-, and WOASAT-based PID controllers are present-

ed in Table 5, and as clearly seen, the values of the proposed 
WOASAT-based controller are relatively low compared to the 
other two approaches. This proves that the WOASAT-based 
controller is more effective and superior in terms of transient 
stability.

Disturbance rejection performance
This subsection discusses the ability of the proposed WOA-
SAT-based controller to respond to unexpected disturbing 
effects. For the value of the disturbance signal, +20% of the 
setpoint (Vref) was taken at t = 5×10-6 s. The sudden voltage 
change caused by the disturbing effect must be suppressed 
quickly with the proposed controller. The setpoint response 
due to the step input at t=0 s and response when the distur-
bance occurs at t = 5×10-6 s are shown in Figure 11. Compared 
to SA-PID and WOA-PID, the proposed WOASAT-PID controller 
is quick and better in the disturbance rejection, as observed in 
Figure 11.

Conclusion 

In this paper, the optimum or near-optimum values of the PID 
controller parameters in a DC–DC buck converter system at-
tained using a new approach based on the hybrid WOASAT al-
gorithm are presented. During the parameter-setting process, 
the WOASAT algorithm was run step by step to obtain optimal 

Figure 9. Step response comparisons of the buck converter sys-
tem 

Figure 10. Bode plot of the buck converter system with a WOA-
SAT-based PID controller

Table 5. Values of various performance indices

Proposed Controllers

Performance Indices

IAE ISE ITAE ITSE

SA-based PID 4.3428×10−6 2.5585×10−5 2.1246×10−12 4.5438×10−12

WOA-based PID 3.7697×10−6 2.2216×10−5 1.6380×10−12 3.4267×10−12

WOASAT-based PID 3.3513×10−6 2.0104×10−5 9.4061×10−13 2.8068×10−12

PID: proportional-integral-derivative; SA: simulated annealing; WOA: whale optimization algorithm; WOASAT: hybrid whale optimization algorithm and 

simulated annealing with tournament selection
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PID controller parameters according to a time domain perfor-
mance criterion. From the simulation studies results, it was ob-
served that the WOASAT-based tuning method has found the 
PID controller parameters quickly and effectively. Furthermore, 
from the statistical analysis, transient response analysis, fre-
quency response analysis, disturbance reject analysis, and per-
formance indices comparison results, it was confirmed that the 
DC–DC buck converter system with the proposed WOASAT-PID 
controller showed better results than the system with the SA-
PID and WOA-PID controllers. These results confirmed the ef-
fectiveness of the implemented hybrid approach, the WOASAT 
algorithm, for the parameter tuning problem of the PID con-
troller used in a DC–DC buck converter system.

Peer-review: Externally peer-reviewed.

Conflict of Interest: The authors have no conflicts of interest to de-
clare.

Financial Disclosure: The authors declared that the study has received 
no financial support.

References

1. M.H. Rashid, "Power Electronics: Circuits, Devices and Applica-
tions", 3rd ed., Upper Saddle River, NJ, USA, 2003.

2  S. Ekinci, B. Hekimoğlu, S. Kaya, "Tuning of PID controller for AVR 
system using salp swarm algorithm", in 2018 International Con-
ference on Artificial Intelligence and Data Processing (IDAP), 
Malatya, Turkey, 2018, pp. 424-429. [CrossRef]

3. S. Duman, N. Yörükeren, İ. H. Altaş, "Gravitational search algorithm 
for determining controller parameters in an automatic voltage 
regulator system", Turk J Elec Eng & Comp Sci, vol. 24, no. 4, pp. 
2387-2400, 2016. [CrossRef]

4. M. J. Blondin, J. Sanchis, P. Sicard, J. M. Herrero, "New optimal con-
troller tuning method for an AVR system using a simplified Ant 
Colony Optimization with a new constrained Nelder-Mead algo-
rithm", Appl. Soft Comput., vol. 62, pp. 216-229, 2018. [CrossRef]

5. A. Jalilvand, H. Vahedi, A. Bayat, "Optimal tuning of the PID con-
troller for a buck converter using bacterial foraging algorithm", in 
2010 International Conference on Intelligent and Advanced Sys-
tems (ICIAS), Manila, Philippines, 2010, pp. 1-5. [CrossRef]

6. M. Yaqoob, Z. Jianhua, F. Nawaz, T. Ali, U. Saeed, R. Qaisrani, "Op-
timization in transient response of DC-DC buck converter using 
firefly algorithm", in 2014 16th International Conference on Har-
monics and Quality of Power (ICHQP), Bucharest, Romania, 2014, 
pp. 347-51. [CrossRef]

7. O.T. Altinoz, H. Erdem, "Evaluation function comparison of parti-
cle swarm optimization for buck converter", in 2010 International 
Symposium on Power Electronics, Electrical Drives, Automation 
and Motion (SPEEDAM), Pisa, Italy, 2010, pp. 798-802. [CrossRef]

8. K.D. Wilkie, M.P. Foster, D.A. Stone, C.M. Bingham, "Hardware-in-
the-loop tuning of a feedback controller for a buck converter us-
ing a GA", in 2008 International Symposium on Power Electronics, 
Electrical Drives, Automation and Motion (SPEEDAM), Ischia, Italy, 
2008, pp. 680-4. [CrossRef]

9. B. Hekimoğlu, S. Ekinci, S. Kaya, "Optimal PID controller design of 
DC-DC buck converter using whale optimization algorithm", in 
2018 International Conference on Artificial Intelligence and Data 
Processing (IDAP), Malatya, Turkey, 2018, pp. 473-8. [CrossRef] 

10. M.M. Mafarja, S. Mirjalili, "Hybrid whale optimization algorithm 
with simulated annealing for feature selection", Neurocomputing, 
vol. 260, pp. 302-12, 2017. [CrossRef]

11. S. Mirjalili, A. Lewis, "The whale optimization algorithm", Adv Eng 
Soft vol. 95, pp. 51-67, 2016. [CrossRef]

12. S. Kirkpatrick, C.D. Gelatt, M.P. Vecchi, "Optimization by simulated 
annealing", Science, vol. 220, no. 4598, pp. 671-80, 1983. [CrossRef]

13. R.W. Erickson, D. Maksimovic, "Fundamentals of Power Electron-
ics", 2nd ed., Kluwer Academic Publishers, New York, USA, 2004.

14. D.W. Hart, "Power Electronics", McGraw Hill, New York, NY, USA, 
2011.

15. K. Smedley, S. Cuk, "Switching flow-graph nonlinear modelling 
technique", in 23rd Annual IEEE Power Electronics Specialists Con-
ference (PESC'92 Record), Toledo, Spain, 1992, pp. 1173-80 vol. 2.

16. B. Hekimoğlu, S. Ekinci, "Nonlinear modeling and simulation 
of DC-DC buck converter using switching flow-graph method", 
DUMF J Eng, vol. 9, no. 1, pp. 51-60, 2018.

17. M. Veerachary, "Analysis of fourth-order double boost converter", 
in 2014 6th IEEE Power India International Conference (PIICON), 
Delhi, India, 2014, pp. 1-6. [CrossRef]

18. M. Abbasi, A. Afifi, M.R.A. Pahlavani, "Signal flow graph modeling 
and disturbance observer based output voltage regulation of an 
interleaved boost converter", in 2016 7th Power Electronics and 
Drive Systems Technologies Conference (PEDSTC), Tehran, Iran, 
2016, pp. 464-9. [CrossRef]

19. B.C. Kuo, "Otomatik Kontrol Sistemleri", (7. Baskıdan Çeviri: Atilla 
Bir), Literatür Yayıncılık, Istanbul, Turkey, 2009.

20. Z.L. Gaing, "A particle swarm optimization approach for optimum 
design of PID controller in AVR system", IEEE Trans Energy Convers, 
vol. 19, no. 2, pp. 384-91, 2004. [CrossRef]

21. S. Ekinci, B. Hekimoğlu, "Improved kidney-inspired algorithm ap-
proach for tuning of PID controller in AVR system", IEEE Access, vol. 
7, pp. 39935-47, 2019. [CrossRef]

22. S. Chatterjee, V. Mukherjee, "PID controller for automatic voltage 
regulator using teaching-learning based optimization technique", 
Int J Electr Power Energy Syst, vol. 77, pp. 418-29, 2016. [CrossRef]

23. A. Sikander, P. Thakur, R.C. Bansal, S. Rajasekar, "A novel technique 
to design cuckoo search based FOPID controller for AVR in power 
systems", Comput Electr Eng, vol. 70, pp. 261-74, 2018. [CrossRef]

24. R.C. Dorf, R.H. Bishop, "Modern Control Systems," 5th ed., Prentice 
Hall, Upper Saddle River, NJ, USA, 2010.

25. S. Ekinci, A. Demiroren, "PSO based PSS design for transient stabil-
ity enhancement", IU-JEEE, vol. 15, no. 1, pp. 1855-62, 2015.

Figure 11. Set point and disturbance responses of a DC–DC buck 
converter



27

Electrica 2020; 20(1): 19-27
Hekimoğlu and Ekinci. WOASAT-based PID Controller for a DC-DC Buck Converter

Baran Hekimoğlu was born in Diyarbakir, Turkey, on September 11, 1974. He received the B.Sc. degree in 
Electrical Engineering from Istanbul Technical University, Istanbul, Turkey in 1997, the M.Sc. degree in Math-
ematics Education from Florida State University, Tallahassee, USA in 2001, and the Ph.D. degree in Electrical 
Engineering from Kocaeli University, Kocaeli, Turkey in 2010.  From 2003 to 2011, he was a Research Assistant, 
and from 2011 to 2013, he was an Assistant Professor with the Civil Aviation School, Kocaeli University, Kocae-
li, Turkey. Since 2013, he has been an Assistant Professor with Electrical and Electronics Engineering Depart-
ment, Batman University, Batman, Turkey. His research interests include power electronics and power systems 
control. Dr. Hekimoğlu has been a member of The Chamber of Electrical Engineers (EMO), TURKEY since 1997, 
and a member of The Institute of Electrical and Electronics Engineers (IEEE), since 2000.

Serdar Ekinci was born in Diyarbakir, Turkey, in 1984. He received the B.Sc. degree in Control Engineering, the 
M.Sc. and Ph.D degrees in Electrical Engineering all from Istanbul Technical University (ITU), in 2007, 2010 and 
2015, respectively. Since 2016, he has been an Assistant Professor with Computer Engineering Department, 
Batman University, Batman, Turkey. His areas of interest are electrical power system, stability, control technol-
ogy and the applications of heuristic optimization to power system control.


