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ABSTRACT

This paper deals with the performance analysis of a recently proposed metaheuristic algorithm known as the slime mould algorithm (SMA). This 
algorithm has been proved to be effective on several benchmark functions and constraint problems. This study further demonstrates its ability based on 
optimizing real-life engineering problems. Thus, the optimization ability of the SMA has been assessed by adopting proportional-integral-derivative (PID) 
controllers to regulate the speed of a direct current (DC) motor and maintaining the terminal output of an automatic voltage regulator (AVR) system. 
The obtained results were compared with the controller performances designed by other competitive metaheuristic algorithms, such as Harris hawks 
optimization (HHO), atom search optimization (ASO), and grey wolf optimization (GWO) algorithms for DC motor and symbiotic organisms search (SOS), 
local unimodal sampling (LUS), and many optimizing liaisons (MOL) algorithms for AVR system. The results showed that the PID controllers tuned by the 
SMA technique have superior performance compared to other counterparts.
Keywords: Slime mould algorithm, PID controller, automatic voltage regulator, speed control

Introduction

Proportional-integral-derivative (PID) controllers have a wide range of application areas, such 
as power plants, chemical processing, automatic control, and industrial processes, despite 
many other available controllers [1]. The demand for PID controllers arises from their sim-
ple and yet effective structure. However, the effectiveness of PID controllers depends on the 
fine-tuning of their parameters [2]. Traditional methods such as Ziegler-Nichols, Cohen-Coon, 
or manual tuning are available for the latter task; however, these methods cannot provide 
the desired stability and good transient response in increased complexity [3]. Metaheuristic 
algorithms are methods used to tune PID parameters to achieve enhanced capabilities and 
deal with complex problems [4]. Unlike traditional methods, metaheuristic algorithms have 
stochastic nature with gradient-free mechanisms. Therefore, metaheuristic algorithms require 
minimal mathematical analysis since they consider and solve optimization problems using 
only the inputs and outputs. Thus, they assume an optimization problem as a black box with-
out calculating the search space’s derivative. This is one of the essential advantages of meta-
heuristic algorithms, making them highly flexible for solving a diverse range of problems. 
Hence, it is the reason for their widespread use.

Direct current (DC) motor and automatic voltage regulator (AVR) systems have been appli-
cation areas for many metaheuristic algorithms as real-life engineering problems since they 
provide an observable test bed for performance evaluations and comparisons. Some of the ex-
amples of metaheuristic optimization methods for PID controlled DC motors are Harris hawks 
optimization (HHO) [5], atom search optimization (ASO) [6], grey wolf optimization (GWO) [7], 
particle swarm optimization (PSO) [8, 9], flower pollination (FPA) [10], stochastic fractal search 
(SFS) [11], teaching-learning based optimization (TLBO) [12], swarm learning process (SLP) [1], 
and improved genetic [13] algorithms. However, examples of PID controlled AVR systems are 
symbiotic organisms search (SOS) [14], local unimodal sampling (LUS) [15], many optimizing li-
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aisons (MOL) [16], stochastic fractal search (SFS) [17], improved 
kidney-inspired (IKA) [18], improved spotted hyena optimiza-
tion (ISHO) [4], tree seed (TSA) [19], artificial ecosystem-based 
optimization (AEO) [20], enhanced crow search (ECSA) [3], and 
water cycle (WCA) [21] algorithms.

Despite various metaheuristic algorithms, there has been an 
ongoing study to develop new methods. The need to develop 
new approaches can be described by the No Free Lunch (NFL) 
theorem [22]. According to this theorem, there is no optimiza-
tion algorithm capable of finding the optimal solution for every 
optimization problem. Therefore, no algorithm can solve all op-
timization problems, with different types and nature, effective-
ly than any other option. Instead, each of them can be quite 
successful for a specific set of problems.

Slime mould algorithm (SMA) [23] has been proposed as a 
novel-metaheuristic optimization algorithm as part of the NFL 
theorem’s assumptions. It has already been proven success-
ful on several benchmark functions and classical engineering 
problems [23] and estimates solar photovoltaic cell parameters 
[24, 25]. However, many real-life engineering problems are still 
available for SMA performance evaluation. In this study, DC 
motor speed regulation and AVR system control were adopted 
as two new real-life engineering problems to assess the SMA 
algorithm’s performance.

Providing efficient solutions to the problems of DC motor 
speed regulation and AVR system control are essential contri-
butions of this study based on the newly developed algorithm’s 
performance evaluation. To present a thorough evaluation, the 
obtained results of the optimized systems using SMA were 
compared with the acquired results using other metaheuristic 
algorithms, such as HHO [5], ASO [6], and GWO [7] algorithms 
for DC motor and SOS [14], LUS [15] and MOL [16] algorithms 
for AVR system.

Slime mould algorithm

SMA is one of the recently proposed stochastic optimization 
methods that mimics the foraging behavior of Physarum 
Polycephalum [23] instead of its entire life cycle. The mathe-
matical model can be explained under three subsections.

Approaching food

In this behavior, the odor in the air attracts the slime mould to 
approach the food. This can be modeled as in (1):

 
(1)

where X
→

 denotes the slime mould’s location, X
→

b is the location 
with the highest odor concentration that has been found so  
far. X

→
A and X

→
B are randomly chosen individuals from slime 

mould. v
→

b is a parameter having a range of [–a, a]. The value of 
a is given as follows:

 
(2)

 

where tmax is the maximum iteration. v
→

c represents a parameter 
that decreases from one to zero. The term shown by p is de-
fined as in (3):

p = tanh|S(i)–DF| (3)

where the fitness X
→

 of is denoted by s(i) and i ∈ 1,2,…n. DF is 
the representation of the best fitness acquired in all iterations. 
The weight of slime mould is represented by W

→
 and is calcu-

lated using (4).

 
(4)

 

r represents a random value in a range of [0, 1] and condition 
is an indication of first half of the population that are ranked 
by S(i). The optimal and worst fitness achieved in the current 
iteration are represented by bF and wF, respectively. The se-
quence of fitness values is represented by SmellIndex and sort-
ed as follows:

SmellIndex = sort(S) (5)

Wrapping food

In this approach, the contraction mode of slime mould is sim-
ulated mathematically. A strong wave is generated by slime 
mould when a high concentration of food is contracted by the 
vein, causing a fast cytoplasmic flow and a thick vein. The rela-
tionship between the food concentration and the vein width 
is simulated mathematically by (4). Thus, the weight near the 
region is bigger when the food concentration is satisfying. The 
region’s weight reduces for lower concentrations, thereby al-
lowing other regions to be explored. The slime mould’s loca-
tion is updated using the above principle and is given as:

 (6)

 

where the lower and upper boundaries of search space is de-
noted by LB and UB, respectively. r and rand are random val-
ues within [0, 1] and z is a parameter within a range of [0, 0.1].

Oscillation

The cytoplasmic flow in veins is changed by the biological 
oscillator, which produces a propagation wave. Slime mould 
mainly depends on this produced wave for finding a food po-
sition with a better concentration. W

→
, v
→

b and v
→

c are used to 
simulate different venous width.

The slime mould’s oscillation frequency is simulated mathe-
matically using W

→
. Slime mould can approach the location of 

food with higher concentration more quickly. However, in the 
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case of locations with lower food concentrations, it approaches 
slowly. In this way, slime mould efficiency is improved by se-
lecting the optimal food source.

The slime mould’s selective behavior is mimicked by the syn-
ergistic interaction between v

→
b and v

→
c. Slime mould separates 

some organic matter to explore different areas. This behavior 
explores a food source with higher quality, even if it has found 
a better food source. The latter case also prevents slime mould 
from investigating only one source. Moreover, the decision of 
whether approaching the food source or finding other sourc-
es is simulated by the oscillation process of v

→
b. There may be 

some restrictions, such as dry environment and light, which do 
not allow slime mould calculation. However, the possibility of 
finding a food source with higher quality is improved without 
trapping in a local optimum. The pseudo-code of SMA is given 
in Algorithm 1.

PID controllers

Due to their effectiveness and simplicity, PID controllers are 
mostly adopted controllers in industrial processes. A PID con-
troller is used to remove or decrease steady-state error and 
enhance the system’s dynamic performance. The transfer func-
tion of a PID controller is provided in (7), where Kp, Ki and Kd are 
the coefficients to be tuned for the proportional, integral, and 
derivative terms, respectively.  

(7)

Figure 1. Block diagram of feedback control system with PID controller

Figure 2. DC motor equivalent circuit

Algorithm 1. Pseudo-code of slime mould algorithm

Initialize population size, maximum iteration;

Initialize slime mould positions Xi (i=1,2,…n);

while (t ≤maximum iteration)

calculate all slime mould’s fitness;

update best fitness, Xb;

calculate W using (4);

for each position of search

update vb,vc,p;

update positions using (6);

end for

t++;

end while

return best fitness, Xb ;
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Figure 1 shows a basic PID control system, where R(s) is the 
reference signal, Y(s) is the actual output, E(s) is the tracking 
error signal, U(s) is the control signal, Gc(s) is the controller, 
and Gp(s) is plant. 

PID controller design for speed control

Modeling of DC motor control system

Regulating the speed of a DC motor is an essential task to carry 
out specific work. In principle, a DC motor operates by convert-
ing electrical energy into mechanical form. Figure 2 illustrates 
the equivalent circuit of the DC motor. The open-loop trans-
fer function that demonstrates the relationship of the output 
speed (Ω(s)) and the input voltage (Ea(s)) of the DC motor can 
be written as given in (8).

 (8) 

The parameters of DC motor were chosen to be 0.0004 kg . m2 
for moment of inertia (J), 0.0022 N . m . s/rad for friction coef-
ficient (B), 0.4 Ω for armature resistance (Ra) 2.7 H, for arma-
ture inductance (La), 0.05V . s/rad for back EMF constant (Kb), 
0.015 N . m/A for motor torque constant (Km) [5,6,7]. The trans-
fer function given in (9) is obtained by substituting the above 
parameters in (8).

 (9)

DC motor speed control with PID

Considering the previously proposed DC motor and PID con-
troller models, the block diagram of the closed-loop DC motor 
speed control system with the PID controller can be demon-
strated as in Figure 3 along with the transfer function as given 
in (10).

 (10)

SMA based PID controller for DC motor

To optimize the system’s dynamic response and stability of the 
system, the integral of time multiplied absolute error (ITAE) 
was adopted as the objective function. The mathematical ex-
pression of ITAE is given in (11), where tsim is the simulation 
time and e(t) is the error signal. The error signal is represent-
ed as the arithmetic difference between the reference angular 
speed (ωref) and the measured angular speed (ω).

 (11)

 

In this study, the gain parameters were tuned via SMA by con-
sidering the PID controller’s lower and upper bounds to be 
0.001 and 20, respectively. These are commonly used values 
in the literature for respective parameters [5,6,7]. Minimizing 
the fitness function (ITAE) improves the system’s response and 
stability. A DC motor with a PID controller tuned by the SMA is 
demonstrated in Figure 4. 

PID controller design for AVR system

Modeling of AVR control system

Maintaining the terminal voltage of a generator at the desired 
magnitude is the primary function of an AVR system. There are 
four main components of the AVR system: amplifier, exciter, 
generator, and sensor. Figure 5 shows the block diagram of a 
simple AVR system.

In this work, the parameters of AVR system were chosen to be 
10.00 for amplifier gain (Ka), 0.10 s for amplifier time constant 

Figure 4. Proposed SMA based PID tuning procedure in DC motor 
system

Figure 3. DC motor system with PID controller
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(Ta), 1.00 for exciter gain (Ke), 0.40 s for exciter time constant 

(Te), 1.00 for generator gain (Kg), 1.00 s for generator time con-

stant (Tg), 1.00 for sensor gain (Ks), and 0.01 s for sensor time 

constant (Ts) for a fair comparison with refs. [14–16]. The AVR 

system’s transfer function with the above parameters is ob-

tained as given in (12).

 (12)

AVR system with PID

As shown in Figure 6, a PID controller was added to the AVR 
system to maintain the terminal voltage at the desired level 
and improve the dynamic response. The AVR system’s transfer 
function with the PID controller is provided in (13).

 (13)

 

SMA based PID controller for AVR system

The SMA was used to tune the gain parameters of a PID control-
ler to achieve a desired dynamic response of an AVR system. In 
this study, the range of PID parameters for the AVR system was 
chosen to be [0.0, 2.0] for the lower and the upper gain bounds 
of PID to reach a wider initial search space and obtain better-op-
timized gains. To obtain optimal Kp, Ki, and Kd values, a time-do-
main performance index (W(K)), provided in (14), was consid-
ered in this study since it includes time response specifications.

 (14)

Here, K = [Kp, Ki, Kd], Mp is peak overshoot, Ess is a steady-state 
error, Ts is settling time, and Tr is rise time. σ is a weighting coef-

Figure 5. Schematic diagram of a simple AVR

Figure 6. AVR system with PID controller

Figure 7. Proposed SMA based PID tuning procedure in AVR system
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ficient, which is set as 1.0. Figure 7 shows the block diagram of 
the proposed SMA based PID controlled AVR system.

Simulation results and discussion

The proposed method simulation was conducted using MAT-
LAB/Simulink (Version: 2014a) software installed on an Intel 
CoreTM i7 computer with a 2.50 GHz processor. The maximum 
number of iterations and population size (search agents) of the 
SMA was 50 and 40, respectively, for both DC motor and AVR 
control systems. The obtained statistical results for DC motor 
and AVR control systems were averaged over 30 runs since the 
adopted optimization has a stochastic nature.

Comparative results for DC motor

The successful completion of the optimization process by 
adopting SMA produced the PID controller parameters of Kp = 
18.6458, Ki = 2.5235 and Kd = 3.1921. Substituting those gains 
in (10) provides the transfer function given in (15).

 (15)

Table 1 contains the gain parameters obtained using other 
recent metaheuristic algorithms. The listed ones were the ap-
propriate algorithms that were chosen for comparison. The 
comparative step and transient response analysis for the speed 

control system designed by different approaches are present-
ed in figures 8 and 9.

Figure 8 presents the step response comparison. Figure 9 shows 
the bar plot comparisons of maximum percentage overshoot, rise 
time (for 10% → 90%), settling time (for a tolerance band of ±2), 
and peak time, respectively. From these results, the SMA based 
PID controller has a better time response than others. Therefore, 
the proposed design approach of the PID controller for DC motor 
speed regulation is superior to other design approaches, such as 
HHO [5], ASO [6], and GWO [7], with better transient stability, fast 
damping characteristics, and no overshoot.

Figure 10 shows the SMA based PID controller’s magnitude and 
phase plot in a DC motor system. The comparison of frequen-
cy-domain parameters, such as gain margin (in decibel), phase 
margin (in degrees), and bandwidth (in Hertz) for SMA and 
other algorithms based PID controllers are given in Table 2. The 
table shows that the system tuned by SMA is the most stable in 
terms of frequency response criteria.

Comparative results for AVR system

The optimization process adopting SMA produced the PID pa-
rameters of Kp = 0.6173, Ki = 0.4166 and Kd = 0.2035. Substi-

Figure 8. Speed comparison of the proposed tuning method and 
other methods used recently in the literature

Figure 9. Comparison of maximum percentage overshoot, rise, 
settling and peak times for various tuning methods

Figure 10. Bode diagram of DC motor with SMA based PID controller

Table 1. PID parameters obtained with different algorithms for 
DC motor system

Algorithm Kp Ki Kd

SMA (proposed) 18.6458 2.5235 3.1921

HHO [5] 15.8581 3.6963 2.7732

ASO [6] 11.9437 2.0521 2.4358

GWO [7] 6.8984 0.5626 0.9293
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tuting these gains in (13) provides the transfer function given 
in (16).

 (16)

 

Table 3 contains the gain parameters obtained using other recent 
metaheuristic algorithms. The listed ones were the appropriate 
algorithms chosen for comparison. The AVR system’s time re-
sponses with controllers based on various algorithms, including 
the proposed SMA, are illustrated in Figure 11. Comparative re-
sults based on overshoot, rise, settling, and peak times, are pre-
sented in Figure 12 since they are essential transient response 
criteria. From figures 11 and 12, the proposed SMA based PID 
controller perfectly improves the AVR system’s transient response 
compared to SOS [14], LUS [15], and MOL [16] based controllers.

Figure 13 shows the AVR control system’s magnitude and phase 
curves designed with the recommended approach. Moreover, 
relative frequency response results are listed in Table 4. From 
the table, the frequency response performance of the con-
trolled AVR system using the SMA based PID controller is the 
best compared to the other approaches.

Table 2. Frequency response results obtained for different 
algorithms

Algorithm
Gain 

margin (dB)
Phase margin 

(deg.)
Bandwidth 

(Hz)

SMA (proposed) Infinite 180 44.4579

HHO [5] Infinite 180 38.5081

ASO [6] Infinite 180 32.9113

GWO [7] Infinite 180 14.9018

Table 3. PID parameters obtained with different algorithms for 
AVR system

Algorithm Kp Ki Kd

SMA (proposed) 0.6173 0.4166 0.2035

SOS [14] 0.5693 0.4097 0.1750

LUS [15] 0.5878 0.4062 0.1843

MOL [16] 0.5857 0.4189 0.1772

Table 4. Frequency response results obtained for different 
algorithms

Algorithm
Gain margin 

(dB)
Phase margin 

(deg.)
Bandwidth 

(Hz)

SMA (proposed) Infinite 180 7.1061

SOS [14] Infinite 180 6.1894

LUS [15] Infinite 180 6.5047

MOL [16] Infinite 180 6.3391

Figure 11. Terminal voltage comparison of the proposed tuning 
method and other methods used recently in the literature

Figure 12. Comparison of maximum percentage overshoot, rise, set-
tling, and peak times for various tuning methods

Figure 13. Bode diagram of AVR system with SMA based PID con-
troller
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Conclusions

In this study, the SMA capability has been further assessed on 
two real-world engineering problems, such as regulating a DC 
motor’s speed and controlling the output voltage of an AVR 
system by adopting a PID controller. The performances of the 
PID controlled DC motor and AVR systems were evaluated by 
transient and frequency responses. To validate the efficiency, 
the achieved performances were compared with the same sys-
tems tuned by recent and effective metaheuristic algorithms, 
such as SOS [14], LUS [15], and MOL [16] for AVR system and 
HHO [5], ASO [6], and GWO [7] for DC motor. The comparative 
results showed that SMA is an effective algorithm for solving 
the aforementioned real-world engineering problems.
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