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ABSTRACT

In this paper, we propose and investigate two types of algorithms for improving energy efficiency in wireless sensor networks. Clustering sensors in 
wireless sensor networks is considered an effective approach to prolonging network lifetime. In this paper, we divide the study area into clusters at 
30-m2 intervals. In each cluster, the sensor that is the closest to the cluster center and has the highest residual energy is selected as the cluster head. In 
addition, a mobile sink is used to reduce the energy consumption of the cluster heads. The mobile sink travels to all clusters starting with the nearest 
cluster and collects data from the cluster heads. In the first model, cluster head selection is performed and the mobile sink route is calculated using a 
greedy approach. In the second model, cluster head selection is performed using an artificial neural network, and the mobile sink route is calculated 
using a greedy approach. We compared our models with the energy-efficient scalable routing algorithm by the first node dies parameter, all nodes die, 
and the residual energy of the network for each round condition. The simulation results demonstrated that the proposed models improved the energy 
efficiency and extended the network lifetime.
Keywords: Energy efficiency, LEACH, wireless sensor network

Introduction

Recent developments in sensor technology have allowed measured data to be transferred to a 
target area via wireless communication. The measured values   are obtained as electrical signals 
and transmitted over long distances using wireless technologies [1, 2]. With the combination 
of hundreds of wireless detection devices, called sensor nodes, for a specific task, a network 
structure called a wireless sensor network (WSN) can be established. The task of a sensor net-
work is to detect environmental information in a relevant area and send it to a central location 
called a base station (BS) or sink, where monitoring is performed [3].

Most sensors in a WSN work with batteries as an energy source, and charging or replacing 
these batteries is not possible in most scenarios. However, data transmission in a WSN involves 
high energy consumption. It is thus important to solve the energy efficiency problem in WSNs 
to be able to collect data for a long time and transmit them within the network [4].

The sensor clustering strategy is a method used to increase the energy efficiency of WSNs by bal-
ancing energy consumption. In this setup, sensors are divided into clusters according to specified 
parameters [5]. Cluster head (CH) nodes are responsible for collecting data from the cluster mem-
bers (CMs) and transmitting them to the target node or BS. Choosing the appropriate candidate to 
be the CH among the nodes in each cluster is challenging, as the CH must fulfill the task of receiving 
data from the remaining nodes, collecting data, and sending the collected data to the BS or sink 
[6]. Because having the role of the CH is an energy-consuming process, a single node cannot be 
continuously in the CH role. Therefore, it is important to replace CHs at the appropriate intervals.

In scenarios in which the BS is stationary, sensors close to the BS serve as relays. Therefore, CHs 
near the target consume energy very quickly and create energy holes in the sensor network. 
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Using BS mobility is considered an effective method to allevi-
ate this problem [7-9].

The remainder of this paper is organized as follows. Section 2 
reviews related work on clustering routing protocols to opti-
mize the energy problem, while Section 3 presents the mod-
els used and the CH selection method. Section 4 describes our 
proposed models, while Section 5 presents the performance 
evaluation and results. Finally, Section 6 presents the conclu-
sions and discusses future work.

Related Works

The clustering strategy is a scheme aimed at improving the 
energy efficiency of WSNs by balancing energy consumption. 
This strategy organizes nodes into independent clusters whose 
nodes are geographically close together, and logically divides 
the network topology into a hierarchical structure [10].

 In general, there are two types of roles in the network: CH and 
CM. The clustering algorithm plays an important role in sav-
ing power for an energy-constrained network. Selecting an 
appropriate CH can balance the load on the network, thereby 
reducing energy consumption and prolonging the network›s 
lifetime [2].

The primary goal of the routing algorithm design for a WSN is 
to improve energy efficiency to maximize the network lifetime. 
To achieve this goal, directing data traffic in a way that balances 
energy consumption in proportion to the existing energy be-
tween nodes is more important than minimizing the absolute 
energy consumed [11].

Among clustering algorithms, low-energy adaptive clustering 
hierarchy (LEACH) is a classic protocol used for hierarchical 
routing of data. The network is grouped into clusters, and the 
sensor nodes transmit their data to the sensor node whose role 
is the CH. The protocol selects CH nodes randomly for each 
round, and the CH node communicates with each CM to col-
lect the detected data. The CH assigns time-division multiple 
access (TDMA) programs to the relevant CMs. The CMs can 
transmit data over the allotted time frame and reduce energy 
consumption by switching between an active and sleep status 
based on the time intervals allocated by the CH. In the LEACH 
protocol, only CHs can communicate with the BS or sink. Since 
the data are transmitted over the CHs, CHs consume energy in 
a short amount of time [2].

Selecting a CH is complex, as several factors must be consid-
ered for selecting the best node in the cluster, such as the dis-
tance between nodes, residual energy, mobility, and efficiency 
of each node. The LEACH algorithm extends the lifetime of the 
network; however, it has many limitations. For example, the se-
lection n of CHs is performed randomly. That is, nodes with low 
energy and nodes with high energy have the same probabili-
ty of being selected as the CH. Therefore, when a low-energy 
node is selected as a CH, it will consume energy more quickly 
due to the intensive processing [12].

There are many studies on the LEACH protocol in the literature 
[11-16]. LEACH works with a random selection of CH in each 
round, and the selected CH cannot be re-selected in the next 
round. In their study, Behera et al. [12] set a threshold value to 
re-select CH for the next round. The residual energy of the CH 
selected at the beginning of the tour is calculated and com-
pared with the threshold value. If it is larger than the threshold 
value, the CH is selected again in the next round. However, IoT 
LEACH (I-LEACH) assumes single-hop communication. In large-
scale WSNs, the distance between the CHs and BS may be large, 
which signifies high energy consumption in forwarding infor-
mation to the BS. Thus, CHs consume energy more rapidly.

Ogundile et al. [11] proposed the mobile sink selective-path 
priority table (MSPT) algorithm, which attempts to balance 
the energy consumption in WSNs, thus preserving the life and 
functionality of the network for a reasonable period. In the first 
phase of the MSPT algorithm, which consists of two stages, CH 
selection is performed. In the second phase of the algorithm, 
the nodes choose an alternative path by selecting two nodes 
closest to them in the cluster. According to the total energy, 
energy range, energy ratio, and energy percentage characteris-
tics, the priority table (PT) cost calculation is performed, which 
is the energy cost table. In the third phase, the calculated PT 
values   are entered into the matrix, and the route information 
with the minimum value is selected. The major drawback of 
this paper, however, is that it does not mention how the cluster 
and CH selection are decided.

Elsmany et al. [13] proposed a three-layer hierarchical structure 
to reduce the burden of CHs in their proposed energy-efficient 
scalable routing algorithm (EESRA). In the setup phase, the ran-
dom selection used in the LEACH protocol is applied for the 
selection of the cluster. After the CH selection, clusters are cre-
ated. Each CH has the choice of one or more cluster congrega-
tions (CGs). The task of the CG is to collect data from the CMs 
and transmit them to CH. In the steady-state phase, the CMs 
transmit the data they perceive to the CG using carrier-sense 
multiple access with collision avoidance. The CG completes the 
tour by transmitting the collected data to the CH using TDMA. 
The results of the paper indicate that the proposed method im-
proves the energy efficiency.

Sharma et al. [14] proposed energy-efficient clustering based 
on fuzzy c-means and differential evolution. The clustering pro-
cess is performed by the BS. In this way, nodes are prevented 
from consuming energy for clustering. A load-balanced clus-
ter is created with the fuzzy C means (FCM) algorithm by cal-
culating the optimal cluster number in the network. The best 
node, CH, is selected according to the suitability calculated by 
the evolutionary algorithm in each node. However, single-hop 
communication used for data transmission and a fixed BS limit 
the network lifetime and functionality of a large-scale network.

Behera et al. [15] proposed the residual energy based LEACH 
(R-LEACH) protocol, which is a hierarchical clustering algorithm 
consisting of two steps. In the proposed structure, the initial 
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energy aims to select the CH taking into account important 
parameters, such as the remaining energy of the individual 
node and the optimal number of CHs in the network. During 
the setup phase, the CHs and clusters are created using the 
LEACH algorithm. At the end of the round, the new CH is se-
lected based on the residual energy of the remaining nodes. In 
the steady-state phase, each node transmits its data to the CH 
during the time assigned to it. After all the nodes in the clus-
ter have finished transferring data, the CH completes the tour 
by processing the data and transmitting them to the BS with 
one or multiple hops. In large-scale WSNs, intra-cluster distanc-
es may increase. In this case, the energy consumption of the 
nodes can be rapid.

In addition to the CH and CM roles, Lin et al. [16] proposed a 
third role called the backup cluster head (BCH). After the sen-
sors in the network are clustered, the node with the highest 
energy is selected as the CH. The CH examines the energies of 
the CMs in its cluster and then selects the node with the high-
est energy as the BCH. The CH collects data from the CMs in 
TDMA time frames. At the end of each round, the energy ra-
tios between the CH and BCH are compared. The node with 
the highest energy between CH and BCH is assigned as new 
CH, thus ensuring energy efficiency. The main drawback of this 
paper, however, is that the network performance of large-scale 
WSNs is not reported.

Padmanaban et al. [17] proposed a simple and effective en-
ergy-efficient structural clustering algorithm for environmen-
tal monitoring areas. CHs are selected based on the average 
communication distance and remaining energy. The proposed 
algorithm significantly reduces the energy consumption by ro-
tating the CH role between nodes at appropriate intervals.

Rajeswari et al. [18] proposed a cluster-based error tolerance 
technique using a genetic algorithm. The network is clustered 
according to an energy-saving distance-based clustering algo-
rithm. For each CH, a series of backup nodes are selected using 
a genetic algorithm based on the coverage and residual energy 
parameters.

Nayak et al. [19] proposed a fuzzy logic-based clustering algo-
rithm in the type 2 fuzzy logic (T2FL) model. In the proposed 
structure, the entire sensor network is divided into levels, and 
at each level, an efficient CH node is selected based on the T2FL 
model. Three fuzzy identifiers are discussed, such as the re-
maining battery power, distance to the BS, and concentration.

In the mobility-based clustering protocol proposed by Deng et 
al. [20] for WSNs with mobile nodes, the sensor node selects 
itself as the CH based on its remaining energy and mobility. CM 
nodes are allocated a time frame for data transmission in as-
cending order in the TDMA schedule. In the steady-state phase, 
a sensor node transmits its detected data over time. In addi-
tion, Zhang et al. [21] proposed an energy-efficient central clus-
tering method. This method uses a central control algorithm to 
create an improved CH set with less mobility and more energy.

The general problem of the methods proposed in [17-21] is, 
single-hop communication used for data transmission limit 
the network lifetime and functionality of a large-scale net-
work. In this paper, we propose a mobile routing algorithm 
with low energy and an adaptive clustering hierarchy. In our 
model, we use single-hop transmission for both intra- and in-
ter-cluster communication. In addition, we separate clusters 
from each other at a constant interval according to an opti-
mal Bluetooth Low Energy (BLE) connection distance. In this 
way, we model a scalable WSN. In addition, we use a mobile 
sink to collect data from CHs, thereby minimizing the distance 
between the CHs and sink to reduce the energy consumption. 
The proposed model provides a way to maintain the network 
lifespan in spite of increases in the network size. In this paper, 
we evaluate the proposed model against the EESRA in terms 
of network performance with respect to changes in the net-
work size.

Models and CH Selection

Network Model
In our proposed model, we use BLE sensors, which we assume 
are randomly distributed in a two-dimensional area, and their 
locations are constant throughout the network’s life cycle. The 
sensors have the same initial value, and each sensor has a Glob-
al Positioning System sensor. The sensors report location and 
energy information to the mobile sink while the energy con-
sumption is ignored. The packet size is set to a fixed value as 
in the simulation parameters. The area is divided into sections 
by the mobile sink at intervals of 30 m2, and sensors in each 
section form a cluster. The mobile sink decides which node in 
the cluster becomes the CH. This decision is repeated in every 
round. The information obtained by the CMs is transferred to 
the CH, and data collected by the CH are transferred to the mo-
bile sink.

Energy Model
The energy used to transfer k-bit data to a point at distance d 
and to receive k-bit data from a point at distance d is calculated 
using the first order radio model specified in (3) and (4), respec-
tively Elec. refers to energy consumption for k-bit data during 
sending or receiving Eamp. is the transmission parameter, and 
EDA refers to the energy consumption for data aggregation. The 
parameter values used in our models are listed in Table 1.

CH Selection
In this study, nodes within every 30 m2 form a cluster, as illus-
trated in Figure 1. In the cluster, a node evaluates its distance 
from the cluster center and its residual energy. The node that is 
closest to the cluster center and has the highest residual ener-
gy is selected as the CH.

For each sensor, the distance between its location and center 
is calculated by the Euclidean distance defined as follows (1):

 (1)
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Due to the wide range of calculated distance values, to obtain 
more accurate results in the selection of the CH, we reduce the 
lengths based on the cluster to the range of [0,1] using min-
max normalization.

  
(2)

where distnode is the distance between the node and cluster 
center, mindist is the value of the node at the minimum distance 
from the cluster center, and is the value of the node at the max-
imum distance from the cluster center.

The energy consumed by the CM to send data is as follows:

,  (3)

where Etec is the per-bit energy consumption by the receiver or 
transmitter, is the data size of the package, Eamp is the amplifier 
parameter, and d is the distance [14].

The energy consumed by the CH to receive the sent data is as 
follows:

,  (4)

where EDA is the energy consumption for data aggregation [14].

The energy consumed by the CH to transfer the collected data 
to the BS is as follows [14]:

.  (5)

The residual energy of the sensor node is as follows:

,  (6)

where EO is the initial energy of the node, and Etotal is the energy 
consumed by the node [14].

According to (7), the node with the highest f value is selected 
as the CH:

  (7)

Proposed Model

We discuss two different approaches for energy-efficient clus-
ter-based mobile routing in mesh networks consisting of BLE 
sensors. Each approach consists of three parts. In the first part, 
clustering and CH selection are performed. In the second part, 
the mobile sink travels around the cluster centers and starts the 
third part for each cluster that it reaches. In the third part, the 
CMs transfer their data to the CH, and the CH transmits the col-
lected data to the mobile sink.

Clustering and Mobile Routing with Greedy Approach (CMR)
In the first approach, a plane consisting of sensors distributed 
randomly in the relevant area is divided into pieces at 30-m in-
tervals, as illustrated in Figure 1, and the mobile sink forms a 
cluster within every 30 m2. The node with the highest residual 
energy and close to the cluster center is selected as the CH in 
the cluster. This structure corresponds to the master mode in 
BLE sensors. After the cluster is created and the CH is select-
ed, the mobile sink moves to the center of the nearest cluster. 
When the mobile sink reaches the center of the cluster, the CMs 
send the data they receive from the environment to the CH. 
The CH transmits the data it collects to the mobile sink. When 
the transfer process in the cluster is completed, the mobile sink 
moves to the next cluster and repeats the data collection pro-
cess. Table 2 presents the CMR algorithm.

Figure 1. Clustering with 30- m2 intervals according to BLE com-
munication distance

Table 1. Simulation parameters

Symbol Description Value

A Network size 90 m x 90 m,  
120 m x 120 m

n Total number of sensor nodes 100,200

E0 Initial energy of nodes 2 J

EDA Energy dissipation: aggregation 5 nJ/bit

Eamp Energy dissipation: power 
amplifier

10 pJ/bit

Eelec Energy consumed to run the 
transmitter or the receiver circuit 
per bit

50 nJ/bit

k Data size of packet 4,000 bits
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Figure 2. a-d. Number of alive nodes per round for: (a) 90 m x 90 m, 100 nodes; (b) 90 m x 90 m, 200 nodes; (c) 120 m x 120 m, 100 nodes; 
(d) 120 m x 120 m, 200 nodes

a

c

b

d

Figure 3. a-d. Residual energy of network per round for: (a) 90 m x 90 m, 100 nodes; (b) 90 m x 90 m, 200 nodes; (c) 120 m x 120 m, 100 
nodes; (d) 120 m x 120 m, 200 nodes

a

c

b

d
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Clustering with Artificial Neural Network and Mobile Rout-
ing with Greedy Approach (CNNMR)
In the second approach of our study, we divide the relevant 
study area into parts at 30-m intervals, as performed in the 
first approach. In the same way, the mobile sink forms a cluster 
within every 30 m2. For the artificial neural network used in the 
model, we provide the x and y coordinates and residual energy 
information of the sensor nodes as input. We determine the CH 
node using an artificial neural network trained with the sample 
input values within the cluster. This structure corresponds to 
the master mode in BLE sensors. After the cluster is created and 
the CH is selected, the mobile sink moves to the center of the 
nearest cluster and repeats the same steps for data collection 
as in the first approach. Table 3 presents the CNNMR algorithm.

Performance Evaluation and Results

To evaluate the proposed models, we benchmarked them 
against EESRA. We focused on assessing the energy efficien-
cy considering four scalability case studies with 100 and 200 
nodes for a 90-m2 area and 100 and 200 nodes for a 120-m2 
area. We compared our models with EESRA in terms of the 
timespan from the start of the network operation to when the 
first node dies (FND), the timespan to reach the all nodes de-
pleted (AND) condition, and the residual energy of the network 
for each round. We ran our method ten times with the simula-
tion parameters presented in Table 1. In each run, we random-
ized the sensor nodes.

The sensors were randomly distributed for each run, and the 
same sensor set was used in all three models for comparison 
in each run. The mobile sink position was fixed at 20 m x 20 
m with unlimited energy, and all nodes started with an initial 
energy of 2 J. In this study, the packet size was set to 4,000 bits. 
The simulation was performed using MATLAB (MathWorks, 
Natick, MA, USA).

Here, we present the simulation results of the proposed CMR 
and CNNMR models in comparison with the EESRA protocol 
using the same simulation parameters as in Table 1. The mod-
els were evaluated in terms of the number of alive nodes per 
round and the residual energy of the network per round.

With an increase in the number of rounds, the sensor node de-
pleted its energy and eventually died. Figure 2 demonstrates 
the number of alive nodes per round for four cases. In Figure 
2(a), after the completion of 4,304 rounds, the number of ac-
tive nodes decreased to zero for EESRA, while the number of 
rounds reached 6,372 for CMR and 9,052 for CNNMR.

Other simulation results are as follows. In Figure 2(b), which 
pertains to 200 nodes for a 90-m2 area, 4,217 rounds were 
reached for EESRA, 6,161 rounds were reached for CMR, and 
8,584 rounds were reached for CNNMR. In Figure 2(c), which 
pertains to 100 nodes for a 120-m2 area, 3,516 rounds were 
reached for EESRA, 8,025 rounds were reached for CMR, and 
8,915 rounds were reached for CNNMR. In Figure 2(d), which 
pertains to 200 nodes for a 120-m2 area, 3,949 rounds were 
reached for EESRA, 6,843 rounds were reached for CMR, and 
8,774 rounds were reached for CNNMR.

The simulation results thus clearly indicate that the proposed 
CNNMR model offered superior performance to CMR and EES-
RA in terms of the alive nodes versus transmission rounds. 
Likewise, the CMR model exhibited better performance than 
EESRA.

The residual energy of the network per round for four cases 
is presented in Figure 3. A comparison of the results indicates 
that CMR and CNNMR used less energy than EESRA for the four 
different scenarios. In addition, comparing CMR and CNNMR 
reveals that CNNMR led to lower energy consumption in the 
network.

Table 2. CMR algorithm

1: Initialization of network and parameters

2: Establishing of the clusters within 30 meter square

3: while alive nodes > 0

4: compute distance and establish mobile sink route

5: for each cluster

6: establish the operation of next cluster

7: for each cluster member

8: compute the distance according to (1)

9: compute residual energy according to (6)

10: end for 

11: min-max normalization for cluster according to (2) 

12: cluster head selection according to (7)

13: for each cluster member

14: if node = cluster member

15: compute energy consumption according to (3)

16: else if node= cluster head

17: compute energy consumption according to (4,5)

18: end if

19: update residual energy

20: if residual energy <= 0

21: node is dead update the alive node

22: end if

23: end for 

24: end while

CMR: Clustering and Mobile Routing with Greedy Aproach
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Table 4 presents the FND and AND values   in the simulation run 
for all three models. A comparison of the results for all scenari-
os demonstrates that the CNNMR model reached the FND val-
ue the fastest. However, upon observing the overall network, 
the CNNMR model had the best performance compared to the 
largest AND value.

From the above analysis, it is clear that the proposed models 
demonstrate better performance for both small and large areas 
with sparsely as well as densely populated networks.

Conclusions and Future Work

In this study, we proposed an energy-efficient clustering-based 
mobile routing algorithm based on the LEACH protocol. First, 
we divided the study area into clusters at 30-m2 intervals. For 
each cluster, we selected the CH with two different models 
using a greedy algorithm and artificial neural network. With 
the greedy approach, the shortest distance between the mo-

bile sink and cluster centers was determined. Using that route, 
the mobile sink moved to the clusters and collected data. The 
simulation results revealed that CMR and CNNMR extended 
the network’s lifespan to a greater extent than EESRA. In future 
work, we will realize the route drawn for the mobile sink with a 
genetic algorithm. In addition, we will compare CMR and CN-
NMR with new models.
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