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ABSTRACT

Microgrids emerge as a structure that gains more importance day by day with the reduction of energy loss rate, the efficient use of renewable energy sources, 
the possibility of autonomous operation with energy storage systems, and the profitability it offers. Furthermore, this structure, which helps to reduce the carbon 
footprint, will become undeniably critical to use in the near future with the nanogrid and smart grid. An innovative dynamic energy management system will make 
these advantages offered by the microgrid more accessible while facilitating the integration and effective contribution of electric vehicles. On the other hand, thanks 
to promising and useful developments and algorithms in machine learning and deep learning, artificial intelligence (AI)-based control methods and applications are 
constantly increasing. Accordingly, the concept of reinforcement learning (RL) offers an unconventional perspective on the control of systems. This study, which is the 
last step of creating an AI-based energy management system, presents a graphical interface design in light of all these requirements and developments. In this study, 
the deep RL agent used in determining management actions, together with the prediction models created to make the necessary predictions, are gathered under a 
single roof.
Index Terms—Reinforcement Learning, GUI design, microgrid, deep learning, energy management, artificial intelligence
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I. INTRODUCTION

Whereas studies on energy are increasing day by day, solutions are sought with smart grids, 
microgrids and nanogrids for the use of energy with as little loss as possible, the correct 
management of distributed generation resources, and the reduction of carbon emissions in 
energy production. In addition, the difficulties encountered in the installation, correct sizing,  
the correct selection of the energy storage unit, and its integration into the system, as well 
as a strong energy management, appear as scientific issues that are studied in the microgrid 
specifically [1]. The scientific infrastructure built on the energy management system must 
contain the innovations of today’s world and be open to future improvements. In this direction, 
the fact that the computer and calculation tools are advanced in terms of technology and the 
algorithms used are efficient and up-to-date leads us to the idea that the energy management 
system should be based on artificial intelligence (AI) [2]. If the concept of AI is to be detailed, the 
main title of AI covers machine learning algorithms, which is the subtitle, and machine learning 
includes deep learning algorithms and structures [3]. One of the most important elements for 
efficient energy management of microgrids is to use and control the energy storage unit opti-
mally [4]. Although this control problem can be solved at one level with an expert system-based 
control structure, if it is aimed to establish an AI-based energy management system, solving this 
control problem with an AI-based control structure will make the system more innovative and 
efficient [2]. The idea of using reinforcement learning (RL) algorithms is worth working on in this 
context  [5, 6]. The efficient use and control of the energy storage unit will reduce the energy 
cost of the microgrid and provide improvements in the installation payback time [7]. In addition, 
while operating in island mode, it will make the system more stable and will reduce the need for 
energy to be taken from the grid when working in connection with the grid.

This autonomous capability of microgrids requires a strong energy management system 
infrastructure. Today, microgrids are sized using classical installation methods and controlled 
with expert system-based management systems [8]. This type of management both limits the 
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efficiency that can be obtained at the time of operation of the 
microgrid and has difficulty in following new trends in energy stor-
age technologies [9, 10]. Detailed analysis of wind data alone will 
also increase the efficiency of renewable energy sources both in the 
microgrid and as a separate power plant [11]. The idea that current 
energy storage technologies are used effectively in the system and 
that today’s AI technology forms the basis of the energy manage-
ment system of microgrids constitutes the importance of the study. 
This study presents the graphical interface design (GUI) design part, 
which is the last section of the larger AI-based energy management 
system design work. Designing an innovative dynamic energy man-
agement system with novel and eminent AI methods and trends in 
the relatively new field of smart microgrid systems makes the study 
significant and valuable. The grid-connected microgrid, which is 
aimed to be simulated in the GUI, uses both historical and current 
data in the energy management, as opposed to using only optimiza-
tion methods. It is planned to provide continuous and uninterrupted 
energy to the user while reducing the cost of energy by processing 
this data with AI methods. In addition, it is targeted to contribute to 
the reduction of carbon emissions by aiming to minimize the energy 
to be demanded from the grid connection and to maximize the use 
of renewable energy sources and energy storage systems (ESS) in 
the microgrid.

II. ARTIFICIAL INTELLIGENCE IN THE INTERFACE

The infrastructure of the designed GUI consists of current trends and 
methods of AI. While the prediction and classification models cre-
ated using various machine learning algorithms provide very pow-
erful results for energy management, the deep RL agent using these 
prediction models offers the user a control action that should be run. 
This section is reserved to briefly explaining these AI methods used 
in the designed GUI.

A. Reinforcement Learning
The concept of RL, which is one of the three basic building blocks 
of machine learning, offers us a different framework for the control 
of systems from the classical control methods. Thanks to this con-
cept, suitable control solutions are sought for problems that could 
have discrete or continuous states. In today’s world, both RL algo-
rithms and the problems and solutions in which these algorithms 
are applied are in a continuous development. This concept has come 
to the fore as a structure that has been studied academically inten-
sively in the last couple of years, and up-to-date academic results are 
obtained day by day.

As can be seen in Fig. 1, the RL framework consists of an agent and 
environment as well as action At, current state of state space St, and 
rewards Rt [12].

The basic concepts used in all RL algorithms are based on Markov 
decision process (MDP) framework. Markov decision process is a 
discrete-time stochastic control process. It provides a mathemati-
cal framework for modeling decision-making in situations where 
outcomes are partly random and partly under the control of a 
decision-maker. Markov decision processes are useful for studying 
optimization problems solved via dynamic programming and Monte 
Carlo. Accordingly, MDPs, more specifically finite MDPs, form the 
basis of RL. Markov decision processes are based on a framework of 
determining an action according to the outcome they receive (as a 
reward, can be positive or negative) by interacting with an environ-
mental model. In RL, created agent choose an action a considering 
on state-value V(s) or action-state value Q(s,a). Therefore, as the agent 
interacts with the environment model, it updates these state values 
or action-state values using a temporal difference (TD). For problems 
with a limited number of states, RL algorithms create action-value 
tables (Q-Tables), while in cases where the number of states is too 
large or unlimited, these algorithms use approximate action-state 
value results. They do these approaches using deep learning net-
works trained by a certain number of episodes. In RL, the goal is to 
develop a proper policy function π(s) that will find an appropriate 
action for every possible situation. Policy function uses action-state 
values to select an action. Hence, some RL algorithms use deep Q 
networks (DQN) to approximate Q(s,a) value. Deep Q Learning, 
Deep SARSA, Rainbow DQN, Double DQN (DDQN), and Normalized 
Advantage Function (NAF) algorithms are based on approximat-
ing Q(s,a). On the other hand, some RL algorithms directly focus on 
approximating policy function, and these are called as policy gradi-
ent algorithms such as Actor-Critic (A2C, A3C), REINFORCE, PPO, and 
TRPO. Furthermore, some algorithms like Deep Determined Policy 
Gradient, Soft Actor Critic, and Twin Delayed Deep Deterministic 
Policy Gradients (TD3) use policy gradient and DQN together.

A deep RL agent is created and trained for action recommendation 
to the users in designed GUI. Created agent uses DDQN algorithm, 
which is trained using price, load, and power generation forecasts 
that come from prediction models.

B. Deep Learning
Deep learning is a type of machine learning that uses deep artificial 
neural networks to enable digital systems to learn and make deci-
sions based on unstructured, unlabeled data. Generally, machine 
learning trains AI systems to learn by examining experiences with 
data, recognizing patterns, making recommendations, and adapt-
ing. Especially when it comes to deep learning, digital systems learn 
from examples rather than just responding to rule sets and then use 
that information to react, behave, and perform like humans [3]. What 
differentiates deep learning from artificial neural networks (ANNs) is 
the high number of hidden layers in the network structures estab-
lished in deep learning and the diversity of neurons used in deep 
learning. In this study, deep learning structures are preferred to cre-
ate forecasting models from dynamic price and load demand data 
acquired as time series due to the fact that deep learning is very 
effective in drawing conclusions from such time-dependent data. In 
particular, neuron structures with memory offered by deep learning 
learn more easily how time series data will change with the help of 
their memories. Recurrent neural networks (RNNs) and long short-
term memory (LSTM), which are memory cell structures, stand out in 
this regard. Since LSTM is an advanced RNN structure, let us first look 
at RNN. Unlike ANN, in RNN, besides the input data at time t, the hid-
den layer results from time t – 1 are also the input of the hidden layer Fig. 1. Markov decision process framework for RL.
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at time t. The decision made for the input at time t – 1 also affects 
the decision to be made at time t. In other words, in these networks, 
inputs produce output by combining current and previous informa-
tion. Recurrent structures are distinguished from feedforward struc-
tures because they use their output as input in the next process. 
It can be said that recurrent networks have a memory. The reason 
for adding memory to a network is because a set of inputs in a cer-
tain order has a meaning for the output. Feedforward networks are 
not sufficient for such datasets. This is where RNNs come into play. 
Recurrent networks are used to understand the structure of incom-
ing data in a certain order, such as text, speech, and various sensory 
or statistical data depending on time. As for LSTM, Sepp Hochreiter 
and Juergen Schmidhuber developed LSTM in 1997 [13] to solve the 
vanishing gradient problem. Long short-term memory, which was 
later edited and popularized with the contribution of many people, 
now has a wide usage area. Long short-term memory preserves the 
error value from different times and layers in backpropagation. By 
providing a more constant error value, it ensures that the learning 
steps of recurrent networks can continue. It does this by opening a 
new channel between cause and effect. The difference of the repeat-
ing module in the LSTM structure is that instead of a single neural 
network layer, there are four layers that are connected in a special 

way. These layers are also called gates. It is a structure that receives 
information outside of the normal flow. This information can be 
stored, written to the cell, and read.

As can be seen on Fig. 2, the LSTM cell structure is seen. In this fig-
ure, c(t – 1) represents the long-term memory line from the past, and 
h(t – 1) is the output value of the previous cell. Here, the current input 
is shown as x(t), and it is decided whether this input will be forgot-
ten or stored in long-term memory with a forget gate and a sigmoid 
function. When we look at the cell outputs, the c(t) value sends the 
current long-term memory output and h(t) sends the current out-
put value to the next cell. In this context, it should be determined 
how many LSTM cells will be used, depending on the complexity and 
type of the problem. Because of all these useful features, the net-
work structures established with LSTM are used to create prediction 
models.

C. Ensemble Learning
It might be concluded that a group of people who are different from 
each other in social life are more likely to make better decisions than 
individuals. What is similar in machine learning is getting better and 
healthier results with different models compared to single models. 

Fig. 2. LSTM cell structure.

Fig. 3. Ensemble learning: bagging and boosting vs others.
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This diversity in machine learning is accomplished through a tech-
nique called ensemble learning (EL). Ensemble learning can basically 
be summarized as the results of different models deciding on a result 
together.

Ensemble learning can be divided into three main topics: bagging, 
boosting, and stacked generalization (or stacking). In Fig. 3, single 
and both methods based on bagging and boosting of EL are illus-
trated. Ensemble learning methods are gaining popularity due to the 
fact that bagging or boosting algorithms have superiority to other 
machine learning regression or classification methods. Specially, 
boosting-based algorithms are improving, and novel algorithms 
come to the fore. To explain boosting algorithms briefly, boosting 
is to create a strong learner by bringing together many weak learn-
ers. The basic approach of many boosting methods is to train the 
estimators cumulatively. Decision trees are generally used as predic-
tive models. Each tree is trained with a modified version of an origi-
nal dataset, and a powerful classifier is eventually created. The most 
commonly used boosting models are: AdaBoost (1995, Y. Freund), 
Gradient Boosting (2001, Friedman), XGBoost (2016, Washington 
University), LightGBM (2017, Microsoft), and CatBoost (2018, Yandex).

Since EL-based algorithms give good results in creating predic-
tion models, the designed energy management system uses these 
models together with other machine learning algorithms such as 
Support Vector Machine (SVM), linear regression, or logistic regres-
sion for solar power and wind power prediction.

III. CONSTITUENTS OF THE DESIGN

The GUI for energy management system is designed as seven 
pages together with the main (home) page. Each page is the section 
where the data of the systems in a microgrid or the data that the 
microgrid would need are processed and displayed. In this section, 
these pages are explained one by one consecutively.

Fig. 4. Home page where the user can see current information about the microgrid and perform control actions.

Fig. 5. Right part of the main page layout.
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Fig. 6. Page where price and load data can be analyzed and prediction results can be analyzed.

Fig. 7. Solar page: management and analysis page of the solar power plant in the microgrid.
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A. Home Page
The home page in the GUI of the energy management system is 
designed as a place where the user can view the current data needed 
by the user, make predictions about that moment, and view the results, 
as well as select and apply a series of control actions. The layout plan 
is designed in three parts in Fig. 4. In the first of the three parts on 
the  right, the calendar can be seen and the forecast values for the 
past or future days to be selected from this calendar can be obtained.

Under the calendar, weather data for that day and time can be 
pulled from the system and displayed. In the middle part of lay-
out, control actions could be seen. Users can select and execute an 
action to control ESS. On the right part of home page, the user can 
see date and time information, current state of charge (SoC) value, 
and recommended action that comes from DDQN agent as well as 
current price and load demand values shown in Fig. 5.

Besides, using the “Make Predictions” button, solar and wind power 
generation forecasts and price data and load demand forecasts can 
be done by the user. Last, the “Grid Connection” button offers the 
user to turn on or off the grid connection.

B. Load and Price Page
Knowing pricing information is vital to the profitability of 
microgrids. Also, the amount of load to be demanded from the 
microgrid is very important for energy management. For these 
reasons, this page is reserved for the user to delve into pricing 
and load demand data. On this page, the user can view the price 
data of the last year together with the forecast results of the LSTM-
based prediction model for that year. In this way, it can be analyzed 
whether the prediction model is working well and examined how 
it behaves in sharp points. This page consists of two parts. The 
left side is reserved for price data analysis, while the right side is 
allocated to analysis of load demand data. The page layout is pre-
sented in Fig. 6.

The “Predict Price” button is placed on the left top of the page which 
makes predictions and plot together with real price data for the 
same hundred days. The “Price DistPlot” button plots a distribution 
plot of the prices for a year that offers the users to examine price 
changes. Similarly, on the right part of the page, the user can plot 
load demand forecasts as well as real load demand data for same 
hundred days of the last year. How the load demand has changed in a 

Fig. 8. Solar power prediction results with different models.
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year is shown to the user via the “Load DistPlot” button. Accordingly, 
the user can take measures for the microgrid.

The important point here is that when the forecast buttons are 
pressed, the GUI does not bring up and display ready-made graphics 
but instead makes the forecasts using forecast models again each 
time it is pressed and shows it to the user. Thus, the user can evaluate 
the current performance of the prediction models.

C. Solar Page
The effective use of renewable energy sources is very important for 
the self-sustaining purpose of the microgrid. The performance of 
renewable energy sources is highly dependent on weather condi-
tions. Of these, the study of solar energy generation is an impor-
tant part of the energy management system of the microgrid. This 
page, prepared with all this information in mind, allows the user to 
analyze meteorological data as well as to create solar energy gen-
eration prediction models and compare their prediction results with 
real power generation data. Solar page layout comprised four parts. 
These are as follows: the “Model Selection” section consists of select-
ing the machine learning algorithm that we will use to create fore-
cast models, the model creation button called “Prediction Result,” 
as well as a combobox where we can select one of the meteorologi-
cal data, and “Weather Data” button used to plot the data type we 
selected. The page is presented in Fig. 7.

The middle section is divided into two and is reserved for the display 
of graphics. Predicted power generation data and real power gen-
eration data are plotted and are shown on the middle top part. Each 
time the user presses the “Prediction Result” button, the GUI regen-
erates the prediction model using the selected machine learning 
algorithm and visualizes the results together with the real data. Also 

on this page, the user can select one of seven different meteorologi-
cal data (ambient temperature, global radiation, diffuse radiation, 
ultraviolet, wind velocity, precipitation, and atmospheric pressure) 
and visualize it in the lower middle part. Thus, it can be examined 
how meteorological conditions affect renewable energy sources.

The far right side of the page is apportioned for displaying the accu-
racy percentages of the predicted models to the user. In Fig. 8, it is 
seen that EL-based algorithms give better results than other machine 
learning algorithms. In this section, the user can also save these 
results. When the “Save” button is pressed, the results are saved in a 
desired location as .txt extension.

D. Wind Page
Another renewable energy source likely to be in microgrids is wind 
turbines. The energy management system GUI assumes that sev-
eral wind turbines are used in this microgrid. The correlation map, 
known as the heat map, which shows the relationship between 
the data obtained from the structural parts of the turbine and the 
power data produced by the turbine, is positioned in the middle of 
the page. The left side of this four-part page is devoted to machine 
learning algorithm selection and model creation for the prediction 
model. In addition, with the heat map button, a heat map graph of 
the data of a turbine can be drawn in the middle upper section. On 
the right side of the page, the GUI presents the accuracy values of 
the predicted models and the error values to the user using the MSE, 
RMSE, MAPE, SMAPE, and MAE error functions. Thus, the user will 
have access to valuable information about the reliability of the pre-
diction models. The wind page is shown in Fig. 9.

The bottom part of the page is allocated to the visualization of 
the forecast results together with the actual values. Thanks to the 

Fig. 9. Wind page where the power generation prediction of the wind turbines in the microgrid can be performed and examined.
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100-hour visualization in this wide area, the user can observe how 
the forecast model behaves in sharp transitions.

E. Energy Storage Page
The use of the energy storage unit is decisive for both the profit-
ability and the autonomous operating behavior of a microgrid. 
The designed GUI uses deep RL agent in addition to the user as a 
decision-maker. This agent is focused on learning how to use the 
ESS effectively. For this purpose, the agent trains itself using predic-
tion models created on other pages. This page has been prepared 
to examine the results of this RL agent’s training. This page consists 
of three parts: training the agent (on the left), visualizing the perfor-
mance output (middle part), and getting the trained agent’s action 
suggestion (on the right). It is shown in Fig. 10.

After the user enters the number of episodes he wants to train the 
agent for, he starts the training by pressing the test agent button. 
Created using DDQN in the GUI, the RL agent trains and develops 
itself on the basis of trying and collecting rewards throughout the 
number of episodes entered. At the end of the training, it shows the 
reward values collected in each episode to the users via a listbox 
for them to examine. Additionally, the return values collected dur-
ing the number of episodes entered are visualized in the middle. 
An action suggestion can be made on the far right according to 
the time and SoC information entered from the reliable RL agent, 
which was observed to collect meaningful rewards as a result of 
the training.

F. Extras and About Page
The last two pages available in the GUI are called “Extras” and 
“About”. The “Extras” page has a layout structure that will form the 
basis for possible improvements. The GUI structure designed is open 

to development and for features that the designer might want to 
add, for example, it may be desirable to visualize information from 
various sensors in the microgrid or features for the control of vari-
ous switches and servos. For this reason, the “Extras” page provides 
ease of use to the developer. The “About” page provides information 
about the AI-based energy management system, which is the main 
work of this designed interface.

IV. CONCLUSION

An AI-based energy management system for microgrids can pro-
vide many advantages besides improving profitability and autono-
mous working conditions. With this basic impulse, an AI-based 
energy management system using deep learning and machine 
learning algorithms together with deep RL agent is designed as 
the superstructure of this study. In this study, a GUI design suitable 
for the dynamic energy management system, which is the last step 
and whose infrastructure has been completed, is explained. The 
designed GUI presents and visualizes many real or predicted data of 
the microgrid to the user. Furthermore, it offers a control action sug-
gestion by using deep RL agent for productive energy management. 
The user makes a decision in line with these recommendations and 
can take the action. It can predict current solar power, wind power 
generation, dynamic price, and load demand with high accuracy 
while forecasting meteorological data for the coming days and 
hours. It can examine the performance of the deep RL agent, which 
is the most important unit of the GUI. This GUI design, which is open 
to development, provides a strong foundation for dynamic energy 
management of the microgrid. This work can be improved by using 
deep RL agents to be created with different algorithms. In addition, 
more up-to-date deep learning and machine learning models can be 
adapted to the system.

Fig. 10. Energy storage control and RL agent performance analysis page.
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