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ABSTRACT

This paper proposes particle swarm optimization (PSO) and cuckoo search (CS) approaches based on the sliding mode controller (SMC) structure for the unmanned 
quadrotor's flights. The control law is derived from the Lyapunov theory to guarantee the closed-loop stability. Despite unknown disturbance bounds, the simulation 
experiments on the nonlinear quadrotor's model prove that these intelligent controllers are very effective for position control, attitude stabilization, automatic take-off 
and landing, and trajectory tracking missions. Conducted comparisons to the intelligent proportional integral derivative structure through PSO, CS, genetic algorithms, 
neural networks, fuzzy logic, and some hybrid techniques proposed in previous works of quadrotor control, confirm the superiority of PSO-SMC in terms of robustness 
and adaptability.
Index Terms—cuckoo search, intelligent control, particle swarm optimization, proportional integral derivative (PID), quadrotor, sliding mode control
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I Inertial fixed frame

B Body frame

R Rotation matrix

v Linear velocity

m Total mass of the quadrotor

Ff Total thrust

Fk Force generated by rotor k

Ft Drag force along x, y and z axes

Kftx, Kfty Kftz Translational drag coefficients

Ω Angular velocity

Mf Moment caused by thrust and drag 
forces following the three rotations

Ma Moment resulting from aerodynamic 
friction

Kfax, Kfay, Kfaz Coefficients of aerodynamic friction

Mgh Gyroscopic moment of the propellers

J Inertia of the rotors

U2, U3, U4,U1 Control inputs

Ux, Uy, Uz Virtual controls

X Input vector

u State vector

si (i=1, …, 6) Sliding surface

ei Errors of θ, ψ, x, y, and z

d Bounded unknown disturbances

Xi (t) Position vector of the particle i in 
iteration t

Vi (t) Velocity updates vector of the particle 
i in iteration t

Pbi (t) Best position of the particle i in 
iteration t

Pg (t) Global best position in iteration t

W Inertia weight factor

C1, C2 Acceleration constants

N Number of particles in PSO/nests in CS

D Dimension of search space in PSO/
number of eggs in CS

Pa Probability of discovered alien eggs

H Heaviside function

S Step length

α > 0 Step size

Γ Gamma function

rand Random variables generated from a 
uniform distribution in [0, 1]

Xj(t), Xk(t) Two random solutions chosen by 
random permutation

λi
*, ki

* Optimal control parameters of sliding 
mode

ISE Integral squared error

F Cost function
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I. INTRODUCTION

The evolution of unmanned aerial vehicles (UAVs) requires advanced 
technologies in order to complete a variety of missions in both civil-
ian and military applications. Although, the use of miniaturized UAVs 
with vertical take-off and landing (VTOLs) lead to real autonomous 
navigation capabilities with a reasonable cost and a reduced size. 
Among the most popular miniaturized VTOL aircrafts, the quadcop-
ter is able to show precise movements, hover at a fixed point, and 
hover and land vertically in a limited space with a low cost. Thus, this 
rotary wing vehicle is becoming very attractive and highly required 
to execute dangerous missions, even in inaccessible environments 
for humans, for example territorial surveillance, risk assessment of 
sensitive areas or damage, volcanic study, weather monitoring, area 
mapping, disaster assessment such as fire detection, research and 
rescue, infrastructure management (road network, power lines, 
pipelines, ...), surveillance of sensitive areas such as ports, borders, 
power plants, railways, and others.

During these missions, robustness of the quadrotor’s control algo-
rithm is very important to perfectly achieve precise desired trajec-
tories and stabilized orientations with respect to the physical effects 
influencing the system dynamics (aerodynamic effects, gravity, gyro-
scopic effects, friction, and inertia), the intensive coupling (complex 
nature), and the disturbances effects (wind gusts and other unknown 
disturbances). To manage this complex and under-actuated system 
(six degrees of freedom system with only four control inputs), many 
researchers have designed and implemented linear and nonlinear 
controllers.

The conventional linear controllers, such as linear quadratic regula-
tor (LQR) and proportional integral derivative (PID) [1, 2], use a lin-
earized model of the nonlinear complex quadrotor model, which 
can perform the quadrotor’s hovering when reduced rotations are 
required (in the region of the equilibrium point). Due to the simplic-
ity of PIDs’ design and tuning, these controllers are considered as the 
preferred ones in practice [1, 2] and evaluated better than LQR for 
real-time applications. However, conventional PIDs can lead to poor 
performance or instability of the quadrotor in situations where non-
linearities and time-varying persist (when performing high aircraft 
maneuvers). These controllers cannot be robust to face uncertainties 
or external disturbances as well. Therefore, many researchers have 
proposed PIDs to perform combinations with other techniques. 
Advanced algorithms such as soft computing (SC) and swarm intel-
ligence (SI) techniques can ensure good tunings of the PIDs control-
lers’ parameters for each flight mode. These algorithms do not need 
the linear model of the quadrotor which is considered as a black box, 
assuming that the inputs and outputs are the only required data at 
all-time instants. Soft computing controllers as adaptive Neural net-
work (NN) and fuzzy logic (FL) controllers have been applied in [3, 4] 
to optimize the PID parameters for quadrotor. One of the strongest 
advantage of NN-based controllers is their learning ability to model 
nonlinearities and uncertainties independently of the mathematical 
model. However, such a gains scheduling method of FL-PID control-
lers has some drawbacks and limitations. The design of FL controllers 
is based on the perfect choice of the limits, the perfect shaping of 
the membership functions, and the selection of FL parameters based 
on the trial and error method, which is not adequate all the time to 
provide the necessary control actions. These PID-NN controllers 
have demonstrated good stability and tracking performance even 
in the presence of disturbances. Adaptive neural network PID-type 

is proposed for UAVs trajectory tracking in [5]. The nonlinear PID-
type is designed in this reference by replacing the integral part of 
the PID controller of the attitude with a hyperbolic tangent function 
for the non-modeled dynamics. The problem occurred for stabilizing 
the positions x and y that remain oscillating with attitude angles (ϕ, 
θ, ½). However, the (x, y) plane is under actuated and controllable 
by the actuated states of the attitude (that are directly controlled). 
Therefore, this work conclude that parameters computation of roll 
and pitch controllers constitute the key feature of quadrotor trajec-
tory tracking under external disturbances, demonstrating the supe-
riority of NN PID-type to nonlinear PID-type and other techniques 
(model-based PID, model-free PID, and nonlinear PID regulator) for 
obtaining reduced errors.

In the other side, the nonlinear controllers aim to enhance the sys-
tem’s robustness and performance in the presence of uncertainties 
and disturbances. They are designed to optimize the system’s sta-
bility and response, particularly in scenarios where traditional linear 
controllers may be less effective. Among nonlinear controllers, the 
H∞ controllers use input coupling to avoid the usage of cascade 
control strategies or augmented state vector through a double inte-
grator [6]. Backstepping controllers are derived based on Lyapunov 
function, so that the stability of the quadrotor can be guaranteed 
[7]. In [8], a nonlinear PID-based scheme has been developed inspir-
ing from the SMC for UAVs trajectory tracking problem. The SMC has 
been also applied by using the hyperbolic tangent function (instead 
of the sign function) with the same slope as in the proposed non-
linear PID-type structure. Nevertheless, these controllers may fail to 
guarantee optimal control performance in the presence of unpre-
dictable perturbations from unknown external sources. Thus, auxil-
iary control effort should be designed to eliminate the effect of the 
impact of these unpredictable perturbations. In this purpose, non-
linear sliding mode controllers (SMC) are considered powerful and 
robust to deal with the uncertainties, nonlinearities, and bounded 
external unknown disturbances effects [9, 10]. This control approach 
can maintain stability and consistent performance despite model-
ing imprecisions. Other researchers have combined these control-
lers to attenuate the effect of unknown external disturbances for 
quadrotor trajectory tracking problems [11, 12]. For instance, in [12], 
the proposed hybrid finite-time control (HFTC) method consists of 
combining finite-time disturbance observer (FDO) with nonsingu-
lar terminal sliding mode (NTSM) control to exactly estimate exter-
nal disturbances, achieving finite-time stability and consequently 
remarkably superior performance (fast and accurate tracking of the 
quadrotor). A new approach has been proposed in [11], in accor-
dance with a control law yielded from fractional-order theory, back-
stepping, and sliding mode methods. In this work, the stability of the 
system has been ensured in accordance with the Lyapunov stability 
theory to track different and complex trajectories quickly and accu-
rately, and it has been expressed as the necessity to design an algo-
rithm with more robustness to reduce chattering for actuators and 
increase stability in practice.

The chattering occurs basically when the control signal changes 
abruptly and frequently between the two values. Thus, avoiding 
chattering can be achieved by providing continuous/smooth con-
trol signals and retaining the robus tness /inse nsiti vity of the control 
system to bounded model uncertainties and external disturbances. 
To restrain SMC chattering effects when upper bounds of external 
disturbances are known, a first solution consists of approximating 
the discontinuous function by a continuous or a smooth function 
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(such as sigmoid function) [10]. As a second solution, super twist-
ing SMC technique is employed in order to guarantee the quadrotor 
stability [13, 14].

To significantly handle the chattering phenomenon in the con-
trol signals caused by the discontinuity of the SMC control law 
and improve at the same time the quadrotor’s flight consider-
ing unknown dynamics and external disturbances, SMC has been 
hybridized with controllers based on SC algorithms. In [15], authors 
proposed Interval Type-2 Adaptive Fuzzy Reaching Sliding Mode 
System (IT2-AFRSMS), which generates an optimal smooth Adaptive 
Fuzzy Reaching Sliding Mode Control Law (AFRSMCL) using Interval 
Type-2-adaptive Fuzzy Systems. Also, NNs are used with adaptive 
SMC for quadrotor control in [16]. In these works, it has been con-
cluded that it is highly required a good estimation of SMC control 
law parameters in a reduced computational time, which presents a 
major problem for nonlinear systems exposed to unknown distur-
bances effects.

For this objective, it is regarded that SI algorithms can efficiently 
compute the optimal SMC control law parameters in a reduced 
computational time as compared to SC algorithms. In [17], a con-
tinuous Fast Nonsingular Terminal Sliding Mode Controller based 
on Linear Extended State Observer (FNTSMC-LESO) is proposed for 
the quadrotor control under lumped disturbances. Then, the very 
recent SI algorithm of Fruit Fly Optimization Algorithm has been suc-
cessfully applied to tune the controllers’ parameters for the attitude 
tracking problem (roll ϕ, pitch θ, and yaw ψ angles’ stabilization). 
Indeed, designing a full control scheme that includes the position 
control (x, y, and z altitude) is required. The same FNTSMC-LESO con-
troller is proposed, in [18], for a novel cable-driven aerial manipulator 
applied for aerial tasks. Then, the parameters’ tuning of the proposed 
controller is conducted by an Improved Salp Swarm lgorithm. The 
simulated cases indicate that the proposed controller achieves a bet-
ter control effect compared to PID controllers, with lower chattering, 
higher accuracy, and faster convergence.

The Particle Swarm Optimization (PSO) is considered, as the most 
successful type of SI, can be proposed in this context thanks to its 
social behavior patterns that helps to escape from local solutions, 
ensuring an efficiency computation and a simplicity of implementa-
tion [19]. And Cuckoo Search (CS), as a novel SI algorithm, is charac-
terized by the aggressive breeding and egg laying of cuckoo’s birds 
that require few parameters than PSO to converge to good places 
[20]. Both SI algorithms have been successfully applied for systems’ 
control [21-23] and especially the quadrotor full control [24-26], 
where it was attested the superiority of PSO to CS algorithm in terms 
of consumed computational time and performance. The compari-
sons of results presented in [26] have demonstrated, as well, the 
competitiveness of PSO to NN for PD/PID controllers optimal tuning.

The main contribution of this work is the development of a full non-
linear control structure for quadrotor allowing to perfectly pursue 
the desired missions. This approach aims to design robust nonlinear 
SMC controllers in order to handle the external disturbances’ effects 
without any prior knowledge of their bound. Thus, the quadrotor’s 
control law is derived in the sense of Lyapunov theory to guarantee 
the closed loop stability. Moreover, PSO and CS algorithms are used 
to reduce the chattering effects and provide a perfect performance. 
These SI algorithms can compute intelligently the nonlinear control-
lers gains in a reduced time as compared to SC algorithms, which 
makes this approach very suitable for real time applications. To prove 

the efficiency of the proposed control approach, our work includes 
as well several simulation experiments conducted on quadrotor 
including altitude and attitude stabilization, automatic take-off and 
landing, and trajectory tracking missions. Furthermore, comparisons 
of intelligent PID based methods to intelligent nonlinear SMC con-
firm the superiority of the proposed controllers in terms of robust-
ness and adaptability.

The rest of the paper is structured as follows. Section II details the 
quadrotor dynamic model which is established by using Newton–
Euler formalism. Section III proposes the quadrotor full control by 
using adaptive robust SMC. While section IV presents the intelligent 
PSO are CS methods and configurations to obtain optimal tuning of 
SMC parameters. In section V, simulation results are presented, and 
the last section resumes our conclusions.

II. QUADROTOR DYNAMIC MODELLING

The quadrotor UAV, shown in Fig. 1, has four motors symmetrically 
disposes in opposed sides of a cross with control electronics in the 
center. The rotors situated at opposite ends rotate in a synchronized 
manner, turning in the same direction. In fact, acting cleverly on 
the rotors’ speeds, the aircraft can perform movements of ascent/
descent, rolling (by an angle ϕ), pitching (by an angle θ), and yawing 
(by an angle ψ).

In order to develop the quadrotor dynamical model, a set of reason-
able assumptions is considered in this paper:

• Assumption 1: The quadrotor is a rigid body and has a symmetrical 
structure.

• Assumption 2: Propellers are rigid.
• Assumption 3: Thrust and drag forces proportional to the square 

of the rotors speed.
• Assumption 4: The quadrotor’s center of mass is exactly the body-

fixed frame origin.

Let us consider an inertial fixed frame I = (Ix, Iy, Iz) and a body frame 
B = (Bx, By, Bz). The kinematic equations of the translational and 

Fig. 1. Quadrotor UAV configuration.
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rotational movements are obtained by means of the rotation matrix 
R in (1).

R

c c s s c s c c s c s c

s c s s s c c c s s s s

s s
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� �

� �
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� � � � � � � � � � � �

� �� � � �c c c

�

�

������

�

�

������
 (1)

where c = cos and s = sin.

The motion equations of quadrotor are derived from Newton–Euler 
formalism. Therefore, the translational dynamic equations can be 
expressed as follows.

mv F Ff t � � � � �� �R mg
T

0 0  (2)

Where v is the linear velocity; m is the total mass of the quadrotor; Ff 
is the total thrust force generated by the four rotors with F bk k� �2  is 
the force generated by the rotor k, where ωk is the rotational speed of 
rotor k and b > 0 is the aerodynamic coefficient of lift.

F R Ff k
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Ft is the drag force along the axes x, y, and z with Kftx, Kfty, and Kftz are 
the translational drag coefficients.
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The rotational dynamic equations of quadrotor can be obtained 
according to equation (5).

J M M M Jf gh a
�� � � ��� �  (5)

Where Ω is the angular velocity expressed in the fixed reference.
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 is the inertia of the system.

Mf is the moment caused by the thrust and the drag forces following 
the three rotations, with D dk k� �2  is the drag force generated by 
the rotor k, d > 0 is drag coefficient that depends on the geometry 
of the propeller and the fluid density of the medium (air in this case, 
and l is the length of the arm between the rotor and the quadrotor’s 
center of gravity).
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Ma is the moment resulting from aerodynamic friction with Kfax, Kfay, 
and Kfaz are coefficients of aerodynamic friction.
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Mgh is the gyroscopic moment of the propellers with Jr is the inertia 
of the rotors, ωi is the rotational speed of the rotor i, and Ωr = ω1 – ω2 

+ ω3 – ω4;

M Jgh r

i

i
i

T
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���
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4
10 0 1( ) �  (9)

Thus, the dynamic model of the quadrotor in terms of rotation (ϕ, θ, 
½) and position (x, y, z) is expressed as follows [27]:
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where the control inputs are given by equation (16).
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III. ADAPTIVE ROBUST SLIDING MODE CONTROL SYSTEM

To manage the quadrotor dynamics, it is considered in small rota-
tions (cos x = 1, sin x = 0). Then, the equations (10–15) become as 
defined in [, 27]:
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where di (i=1, …, 6) represent non-modeled or neglected dynamics 
of system (10–15) and unknown external disturbances.

Consequently, it can be clearly observed from these equations (17–
22) that the quadrotor is an under-actuated system with six outputs 
(ϕ, θ, ψ, x, y, z) and only four control inputs (U2, U3, U4, U1). Thus, the 
controls U2, U3, and U4 can be designed as control inputs for roll (ϕ), 
pitch (θ), and yaw (ψ) angles, respectively. However, it can be noticed 
that ϕ, θ, and U1 affect the positions x, y, and z. To control each of 
these outputs separately, the three virtual control inputs Ux, Uy, Uz 
can be used to compute the desired angles of roll (ϕd) and pitch (θd), 
which can achieve indirectly the positions’ trajectories. The virtual 
controls are given by equation (23), and the desired roll and pitch 
angles’ trajectories are represented by equation (24).
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The state vector is defined to be X X XT T T= [  ] . Then, the dynamic 
model (17–22) with consideration of unknown and unpredictable 
disturbances can be simplified as follows:

X f X g X u d� � �� � � �  (25)

where X, u, and d are, respectively, the input, the state, and the 
bounded unknown disturbances.
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The nonlinear dynamic function f(X) and nonlinear control function 
g(X) matrices are represented by the following equations:
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with the abbreviations 
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The control objective is to direct a state trajectory X towards a desired 
reference trajectory Xd = [X1d X2d X3d X4d X5d X6d]T despite the presence 
of unknown disturbances. Fig. 2. Illustrates the developed diagram 
for the entire quadrotor’s control by using SMC. The bloc “Position 
controllers” consists of three controllers for position (x, y, z) and the 
bloc “Angles controllers” consists of controllers for angles (ϕ, θ, ψ).

For improving the autonomous flight capability, the desired signals 
for position and yaw angle (xd, yd, zd, ψd) are fixed by user. Then, sensor 
signals (desired roll ϕd and desired pitch θd) are automatically pro-
cessed by program with the aim of ensuring the quadrotor’s stability.

A. Robust Sliding Mode Control System
The SMC is a robust control method capable to ensure position x(t), 
y(t), z(t), and orientation ϕ(t), θ(t), ψ(t) steer the desired trajectory 
xd(t), yd(t), zd(t), ϕd(t), θd(t), ψd(t) asymptotically for the quadrotor. To 
demonstrate the stability of the proposed controllers, the stability of 
the closed loop will be analyzed in three steps.

Fig. 2. Complete control scheme for quadrotor.
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The first step in designing the SMC is to consider the tracking error 
and its derivative first.

e e e e e e e X X e X X
T

d d��� �� � � � �1 2 3 4 5 6 ,     (31)

Then, the sliding surface can be defined as [14].

s X t s s s s s s
T

,� � � �� ��1 2 3 4 5 6  (32)

s e e ii i i i� � � � , , ...,1 6  (33)

Considering equation (25), the time derivative of the sliding surface 
can be obtained as follows:

    s e e f b u d x ei i i i i i i i di i i� � � � �� � � �� �  (34)

For the second step, the following Lyapunov function is considered

V s si i i� � � 1
2

2  (35)

According to the exponential reaching law, the time derivative of the 
sliding surface satisfying (ss < 0) is written as the following:

    s e x x e f b u d u k sign s si i i i di i i i i i i sli i i i� � � � � � � � � � � � �� � � ii  (36)

Clearly, by adding the potential rate terms −λisi (with λi > 0, ∀I ∈ [,6]), 
the state is forced to approach the switching manifolds faster when 
si is large.

The time derivative of equation (35) yields:

   V s s s s e x f b u di i i i i i i di i i i i� � � � � � � �� ��  (37)

Concerning the third step, a SMC can be obtained as follows.

u
b

f x k sign s e ei
i

di i i i i i i� � � � � � � �� �1
2 2 � �  (38)

Substituting equation (37) into equation (38) gives:

V s s u d s s k s sign s d s s k s di i i sli i i i i i i i i i i i i i� � � � � � � � � � � � � �� �2 2
ii is  

(39)

To guarantee to closed loop stability using this Lyapunov based 
method, Vi  must be negative definite. Thus, the system’s trajec-
tory can be driven towards the sliding surface and can be stayed 
on it ntil the origin is reached asymptotically. Hence, the control-
lers’ parameters should be chosen such that Vi ≤ 0  is always sat-
isfied. Let us assume that di is bounded with δi. In order to ensure 
Vi �� �0 , the optimal parameters ( ki

*  and λi
* ) should be well chosen. 

Consequently λi
*  must be positive semi-definite and � �� �k s si i i i

* �  
must negative semi-definite, which can be guaranteed by choosing 

ki i
* �� ��  and �i

* �� �0 .

B. Adaptive Robust Sliding Mode Control System
Despite imprecise knowledge of external disturbances bounds and 
all physical parameters that affect quadrotor dynamics, the adjust-
ments of SMC parameters can guarantee the system stability. The 
adaptation law is derived using the following augmented Lyapunov 
function:

V s k V s ki i i i i i
i

i
i

i’ , ,�
��

�
��
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1

2
1

2
2 2
 

 (40)

The online optimal estimations of λi and ki that ensure the best track-
ing control performance of the quadrotor (8) by providing optimal 
parameters λi

* and ki
*  allow the perturbations di to be efficaciously 

rejected while simultaneously avoiding the undesired chattering, 

with ˘ *� � �i i i� � , ˘ *k k ki i i� � , γλi, and γki are gains adaptation.

The time derivative of the above equation is:
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Substituting equation (39) into equation (41) gives:
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Then, by replacing usli according to the expression of the estimated 
˘ *u u usli sli sli� � , with the optimal u s k sign ssli i i i i

* * *� � � � �� .
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(43)

The value of Vi
’  can remain negative if 

1
0

�ki
i ik s � �
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2 0 . Thus, to ensure the adaptation law k si ki i� �  and 

� ��i i is� 2 , the optimal parameters ki
* and λi

*  should be well cho-
sen to guarantee the stability of the system (10–15) even the pres-
ence of unknown disturbances and some non modeled dynamics. 
Therefore, equation (43) becomes as follows.

V s k s k s si i i i i i i i i i’ , , * *� � �� � � � � �2  (44)

Therefore, the value of �i ik�� �*  can remain negative if the condi-

tion � �i ik� � �� �* , is satisfied where (Ɛ > 0). For this purpose, two 
SI algorithms will be configured in the next section in order to auto-

matically compute (online) the optimal parameters k andi i
* *�� �  

for an autonomous flight stabilization of the nonlinear quadrotor’s 
model (10–15). To establish the convergence of the tracking errors, 
as well as the stability of the closed loop, both algorithms consider 
the fitness function that must ensure no oscillations (overshoot 
around 0%) and achieve the system stabilization in a reasonable set-
tling time for the six outputs taking into consideration these condi-

tions ki i
* �� ��  and �i

* �� �0 . Consequently, if this function is chosen 
as the quadratic error between the desired and actual outputs, the 
proposed SI algorithms will seek over iterations to reduce the static 
or the dynamic errors that convergence to zero when t → ∞, ensur-
ing the convergence of the control law usli to usli

* .
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IV. OPTIMAL SLIDING MODE CONTROL SYSTEM

In order to achieve enhanced control performance for the nonlin-
ear and fully coupled quadcopter model described by equations 
(10–15), a rigorous optimization process becomes imperative. 
Considering an amount of initial solutions, computer capacity 
can perform lot iterations and use the information gained to opti-
mize variations and reach global optimum for an optimal con-
trol. Given a set of initial solutions, the computational capacity 
of computers allows for numerous iterations to optimize adjust-
ments of potential solutions (controllers’ parameters), ultimately 
reaching the global optimum for an optimal quadrotor’s full 
flight. The optimization methods of PSO and CS are applied for 
this purpose in order to seek online the best SMC parameters for 
the quadcopter’s outputs (roll ϕ, pitch θ, yaw ψ, position x, posi-
tion y, altitude z).

A. Overview of Particle Swarm Optimization
Particle Swarm Optimization is a class of stochastic algorithms devel-
oped for solving hard optimization problems. It is inspired by the col-
lective intelligence through social interactions of animals moving in 
swarm like bird flocking [19].

The particles in PSO refer to points in the search space that changes 
their positions Xi (t) in iterations (t) based on velocities updates Vi 
(t). Initially, the initial swarm positions and velocities are randomly 
dispersed. Then, each particle “i” in PSO tries to improve its quality 
(fitness) following three rules. First, it tends to follow the direction 
of its current velocity. Second, it tends to move toward the memo-
rized personal best experience it has ever visited Pbi (t+1), calculated 
according to (44). Finally, it tends to move towards the successful 
neighbor’s position Pg (t+1), which is the position of the particle that 
has the smallest fitness value in the swarm as given by (45). In fact, 
the three rules that affect the new search direction are incorporated 
in the velocities update formula as shown in (46) with three weight-
ing factors w, C1, and C2. The velocity formula includes also the uni-
formly distributed random variable rand that takes values in [0, 1]. 
The position of each particle in the swarm is updated according to 
(47) for the next generation (t+1).

Pbi (t 1) =
Xi  (t 1)   if  f  (Xi (t 1))< f  (Pbi (t))

Pbi  (t) else
�

� ���
�
�

��
 (44)

Pg = mini =1,2....Nf  (Pbi (t +1))  (45)

Vi  (t +1) = w.Vi (t)+C1r and.(Pbi  (t)

-Xi  (t) )+C2 .rand.(Pgi  (t))- Xi  (t))
 (46)

X  (t +1) = X  (t) + V  (t +1)i i i  (47)

B. Overview of Cuckoo Search
Cuckoo Search Optimization algorithm draws inspiration from the 
life of cuckoo birds, as introduced by Yang and Deb in 2009. It mim-
ics the distinctive breeding and reproductive behavior of these birds, 
which forms the basic characteristics of CS. In this process, adult 
cuckoos lay eggs in the habitat of other host birds and the eggs that 
remains undiscovered by host birds grow and develop to mature 
cuckoos. Consequently, groups of cuckoos gradually migrate to bet-
ter locations, converging during their journey [20].

Cuckoo Search algorithm involves N nests (habitats), each contain-
ing D eggs. The performance of these nests is evaluated using a cost 
function F, which is applied to the habitat as an array of size 1 × D. 
Some of these alien eggs are discovered with probability Pa from [0, 
1], are replaced by new random solutions [20]. This fraction of new 
solutions is calculated based on equation (48).

Xi t Xi t H Pa r X j t Xk t�� � � � �� �� � � �� � �� �1  (48)

Rather than employing a straightforward random walk, the CS algo-
rithm adopts Lévy flights mechanism when cuckoos move to find 
the best environment. This mechanism determines the step length, 
denoted S, as outlined in equation (49). S is derived using Mantegna 
algorithm, which relies on a Gaussian normal distribution, where σu² 
represents the variance of this distribution, as specified in equation 
(50). The update of the new solution Xi (t+1) for cuckoo i is computed 
according to equation (51).
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X ( ) = X t +i it +1 � � � �.L vy( )é  (51)

where Γ is the gamma function; α > 0 is the step size; R and r are ran-
dom variable generated from a uniform distribution in the interval 
[0, 1]; Xj (t) and Xk(t) are two random solutions chosen by random 
permutation; and H is a Heaviside function.

C. Optimal Sliding Mode Control System
In the preceding section, controllers are developed according to 
equation (38) with the objective of stabilizing the overall system. As 
mentioned earlier, a total of 12 control parameters must be chosen 
simultaneously for the six controllers. To achieve this, PSO and CS are 
used online to determine the optimal values for these controllers’ 
parameters (λ1

*, λ2
*, λ3

*, λ4
*, λ5

*, λ6
*, k1

*, k2
*, k3

*, k4
*, k5

*, k6
*).

The initial matrices are generated within a search space ranging 
from 0 to 50, with a dimension of D = 12 (representing 12 param-
eters). A number of particles (for PSO) or nests (for CS) equal to 200 
is used for this purpose. To assess the effectiveness of the quadro-
tor’s responses obtained using intelligent sliding mode controllers, 
the fitness needs to ensure that the responses are fast, precise, and 
robust. To minimize the disparities between the desired and the 
controlled responses, the optimization performance metric used 
to evaluate the fitness function is the Integral Square Error (ISE), as 
defined in equation (52). Prior researches [22, 25-26] has demon-
strated that the ISE index offers superior performance when evalu-
ating the control system compared to other performance indices 
based on integrating a positive term associated with the error: The 
Integral Absolute Error, the Integral Time Absolute Error, and the 
Integral Time Square Error.

ISE =  e (t)2

0

�

� dt  (52)
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Given that the system involves six controllers, a vector of ISEs can 
be represented as ISEs=[ISE1, ISE2, ISE3, ISE4, ISE5, ISE6] corresponding 
to roll, pitch, yaw, longitude, latitude, and altitude, respectively. For 
all six controllers, both CS and PSO algorithms aim to minimize the 
fitness function described in equation (53).

F = ISE s

s�
�

1

6

 (53)

The fitness function is computed by simulating the quadrotor’s 
dynamic model over a time span of t = 20 seconds. Fig. 3 represents 
the block diagram used to determine the optimal set of the control-
lers’ parameters (λi

*, ki
*, with i = {1,2,3,4,5,6}).

Within the PSO algorithm, the parameters that govern the explora-
tion capacity of each particle are the inertia weight “w” and the con-
fidence coefficients C1 and C2. A balance between local and global 
exploration is achieved when setting w = 0.8. Values of C1 = 0.8 and 
C2  = 1.2 are selected to prevent rapid convergence while placing 
more trust in the global best position Pg. In contrast, in the CS algo-
rithm, the parameter λ remains constant at 1.5, as indicated in previ-
ous studies [22, 25, 26]. Last, the stopping criterion is determined 
by setting the maximum number of iterations, denoted as G,  to 
20. This choice is made to retain the particle (or nest) with the best 
fitness value.

V. SIMULATION RESULTS

The experiment simulations involving the quadcopter aim to show-
case the efficacy of both PSO and CS algorithms in stabilizing the 
quadrotor. These tests are conducted under two scenarios: one 
involves the quadrotor hovering at a fixed point, and the other sim-
ulates hovering and landing during tracking missions. To achieve 
this, both algorithms are implemented online within the MATLAB/
SIMULINK environment to seek optimal parameters for SMC struc-
ture relied to the quadrotor model. This enables a real-time search for 
the optimal parameters, which are subsequently evaluated. Table I 
provides the model parameters’ values of the quadrotor system.

A. Hovering with Attitude Stabilization
This simulation tests a hovering scenario for the quadrotor, where 
the initial system conditions and desired states are set as follow: 
X0 = [ϕ0 θ0 ½0 x0 y0 z0] = [0˚ 0˚ 0˚ 0m 0m 0m] and Xd = [ϕd θd ½d xd yd 
zd] = [ϕd θd 5˚ 1m 2m 2m].

Essentially, the objective is for the controllers to maintain the quadro-
tor at a specific position (xd yd zd) = (1m 2m 2m) while yawing at an 
orientation angle ranging from 0° to 5°. The computation of the 

desired roll angle (ϕd) and pitch angle (θd) is linked to the outputs of 
x and y controllers (Ux and Uy). Consequently, their desired values are 
influenced by these controllers’ outputs. In this simulation, the best 
values for the twelve controllers’ parameters (λ1

*, λ2
*, λ3

*, λ4
*, λ5

*, λ6
*, k1

*, 
k2

*, k3
*, k4

*, k5
*, k6

*) are determined according to Table II. The resulting 
control signals u1, ..., u4 are depicted in Fig. 4, and the obtained results 
are visualized at Fig. 5.

Table III provides an overview of the intelligent SMC performance 
obtained using PSO and CS, including metrics such settling time 
(Ts), maximum overshoot (Mp), Root Mean Squared (RMS) Error, 
and ISE. Additionally, the table offers a comprehensive analysis 
by comparing the performance of PID controllers achieved by PID 
controllers based neural network (GS-NNPID) [4], PSO (PSO-PID) 
[26], cooperative PSO-CS (PSO-CS-PID) [26], and genetic algorithms 
(GAHC-PID) [28].

As depicted in Fig.4, the rotors require a significant amount of energy 
to counteract gravitational effects. The figure indicates that during 
the startup phase, the control laws of PSO-SMC (representing the 

Fig. 3. Block diagram of the robust optimal SMC system using PSO or CS.

TABLE I. THE PARAMETERS OF THE QUADCOPTER MODEL [27]

Parameter Value

lx 7.5 10−3 kg.m²

ly 7.5 10−3 kg.m²

lz 1.3 10−3 kg.m²

Kfax 5.567 10−4 N/rad/s

Kfay 5.567 10−4 N/rad/s

Kfaz 6.354 10−4 N/rad/s

Kftx 5.567 10−4 N/rad/s

Kfty 5.567 10−4 N/rad/s

Kftz 6.354 10−4 N/rad/s

g 9.806 m/s

Jr 2.8385 10−5 kg.m²

b 2.9842 10−5 kg.m.rad−2

d 3.232 10−6 kg.m.rad−2

m 0.65 kg

l 0.23 m
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speeds of the four rotors) move up, followed by smoother variations 
as the quadrotor stabilizes. These results confirm the capacity of PSO 
to reduce significantly the chattering phenomenon.

Analyzing Fig. 5 and Table III, it becomes evident that the nonlin-
ear SMC controllers tuned using PSO exhibit superior performance 
compared to those tuned with CS. Particle swarm optimization dem-
onstrates fast responses (reduced settling times) with no overshoot 
observed for position (x, y, z) and yaw attitude (ψ). In [8], the adopted 
gain selection criterion take into consideration the energy consump-
tion so that the RMS value of each signal ui = (i = 1, …, 4) fell within 
a range of variation of ± 5% of the corresponding RMS values pro-
duced by the PID-based and the SMC controllers. The provided RMS 

values by using the proposed nonlinear PID-based (NL PID in Table III) 
controller are attested reduced to both SMC and PID-based when 
the system is undisturbed. As compared to our results, the nonlinear 
PID-based have performed reduced RMS values except for the track-
ing error for roll and pitch angles that are found equal to 0.8205 and 
1.0532 [8], respectively. Therefore, PSO results here better system 
dynamics for roll and pitch angles. In contrast, when considering the 
results obtained with CS, a slight overshoot of 2% is noticeable in the 
longitude x, and notable variations (oscillations) are observed in the 
roll and pitch angles. The observed oscillations can be attributed to 
the control law variations associated with CS-SMC, as depicted in Fig. 
4. These findings confirm that parameters computation of roll and 
pitch controllers is the key feature of quadrotor trajectory tracking 
as concluded in [5].

As illustrated in Table III, the PSO-SMC results performances near to 
those of PSO-CS-PID and PSO-PID [26], in terms of optimal quadrotor 
control, characterized by fast settling times, absence of overshoot, 
and minimized ISE values. A comparison between PSO-SMC and the 
hierarchical GAHC-PID structure developed in [28], for a hovering 
quadrotor to position coordinates (10m, 10m, 10m), reveals signifi-
cant reductions in settling times from 2.2s, 2.5s, and 2.5s to 1.29s, 
1.28s, and 1.07s for position x, y, and z, respectively. These findings 
underscore the superior exploration of optimal responses achieved 
by PSO-SMC.

The proposed GS-NNPID in [4] has exhibited remarkable perfor-
mance compared to the proposed fuzzy PID controllers (FPID) and 
Fuzzy particle swarm optimization (FPID-PSO) as presented in [3]. 
Thus, the comparison of PSO-SMC to GS-NNPID shows in the same 
table a noteworthy reduction in settling time for x, y, and z, where 
they decrease to 1.29 s, 1.28 s, and 1.07 s, from 1.36 s, 1.5 s, and 4.7 s. 
Consequently, the PSO-SMC demonstrates a higher level of precision 
and follow perfectly sensor signals for desired roll and pitch angles 
(ϕd and θd), coupled with minimized ISE values.

B. Trajectory Tracking with/without Disturbances Injection
This simulation assesses the quadrotor’s ability to track a desired 
circular trajectory, while it hovers, maintain a stable attitude, 
and performs a landing maneuver with a 5° yaw movement. 
Additionally, external disturbances effects are introduced in the six 

TABLE II. OPTIMAL SMC PARAMETERS OBTAINED WITH PSO AND CS FOR 
THE QUADROTOR

Quadrotor’s 
Output

Optimal 
Parameter

Optimization Method

PSO CS

ϕ k1
* 0.54350 5.476

λ1
* 67.50988 218.712

θ k2
* 0.00001 13.679

λ2
* 42.66285 108.118

ψ k3
* 5.33146 2.708

λ3
* 42.07678 30.254

x k4
* 0.00001 0.294

λ4
* 2.85765 13.932

y k5
* 0.00001 0.541

λ5
* 2.43910 3.378

z k6
* 0.33234 0.078

λ6
* 3.09832 2.867

CS, cuckoo search; PSO, particle swarm optimization.

Fig. 4. PSO-SMC controls (u1PSO, u2PSO, u3PSO, u4PSO) and CS-SMC controls (u1CS, u2CS, u3CS, u4CS) for hovering quadrotor.
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TABLE III. PERFORMANCE OF QUADROTOR RESPONSES OBTAINED PSO-SMC, CS, SMC, PSO-PID, CS-PID, PSO-CS-PD, GS-NNPID, AND GAHC-PID

Output Performance PSO-SMC CS-SMC PSO-PID [26] CS-PID [26] PSO-CS-PID [26] GAHC-PID [28] GS-NNPID [4] NL PID [8]

ϕ ISE1 0.0079 0.0179 0.028 0.006 0.005 - - -

RMS1 0.0889 0,1338 0.1673 0.0774 0.0707 - - 0.8205

θ ISE2 0.0172 0.0600 0.334 0.129 0.024 - - -

RMS2 0.1311 0,2449 0.5779 0.3592 0.1549 - - 1.0532

ψ Tsψ (s) 0.1191 0.1574 0.172 0.207 0.097 - - -

Mpψ (%) 0 0 0.300 20.424 0.047 0 0 -

ISE3 0.7333 1.0196 0.036 0.037 0.022 0.3 0.16 -

RMS3 0.8563 1,0097 0.1897 0.1923 0.1483 0.2564

x Mps (%) 0.0391 2.1302 0.412 1.769 0.446 0 0 -

Tsx (s) 1.2937 0.4948 0.730 1.384 0.522 - - -

ISE4 0.7333 0.3018 0.227 0.346 0.1650 2.2 1.36 -

RMS4 0,8563 0.5494 0.4764 0.5882 0,4062 - - 0.0268

y Mpy (%) 0.0253 0.2137 0.497 0.898 0.010 0 0 -

Tsy (s) 1.2887 1.5784 0.675 1.018 0.782 - - -

ISE5 2.3509 2.8501 0.237 0.296 0.226 2.5 1.5 -

RMS5 1,5333 1,6882 0.4868 0.5440 0,4754 - - 0.0312

z Mpz (%) 0.0027 0.4189 0.107 2.463 0.002 0 0 -

Tsz (s) 1.0712 2.2025 1.070 1.821 0.813 - - -

ISE6 1.5974 3.4393 0.243 0.406 0.208 2.5 4.7 -

RMS6 1.2638 1.8545 0.4929 0.6372 0.4561 - - 0.0193

CS, cuckoo search; GAHC, genetic algorithm hierarchical control; ISE, Integral Square Error; PID, proportional integral derivative; PSO, particle swarm optimization; 
RMS, root means square; SMC, sliding mode controller.

Fig. 5. Quadrotor’s position (x, y, z) and attitude (ϕ, θ, ψ) during hovering by using CS and PSO. CS, cuckoo search; PSO, particle swarm optimization.
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measured outputs (x, y, z, ϕ, θ, ψ), denoted as d1, d2, d3, d4, d5, and 
d6, with a time-dependent behavior represented as sin (0.5t). Fig. 6 
displays the four control signals (u1, …, u4), while Fig. 7 presents 
the tracking of desired trajectories using PSO-SMC and CS-SMC. 
Furthermore, the same figure illustrates the tracking in 3D plan 
using PSO-SMC both with and without the presence of external 
disturbances.

From the observations made in Fig. 5, it is evident that the control 
laws implemented with PSO-SMC (u1PSO, u2PSO, u3PSO, u4PSO) still pres-
ent smooth variations. However, this contrasts with the behavior of 
CS-SMC controls (u1CS, u2CS, u3CS, u4CS), which demonstrates less smooth 

variations under the same conditions. In this test, the ability of PSO to 
ensure the aircraft stability is validated in presence of disturbances, 
as the error values have decreased in time and converged to zero in 
less than 2 seconds for the six outputs.

Fig. 7 provides compelling evidence of the remarkable capabilities 
of PSO-SMC in achieving precise control over various aspects of 
quadrotor flight. It demonstrates PSO-SMC ability to execute a com-
plete circular trajectory flawlessly, closely track the desired altitude 
trajectory z, and maintain a precise 5° yaw attitude. The figure also 
illustrates the perfect tracking of desired roll and pitch signals (ϕd 
and θd).

Fig. 6. PSO-SMC controls (u1PSO, u2PSO, u3PSO, u4PSO) and CS-SMC controls (u1CS, u2CS, u3CS, u4CS) for trajectory tracking.

Fig. 7. Quadrotor’s tracking position (x, y, z) and attitude (ϕ, θ, ψ) by using CS and PSO. CS, cuckoo search; PSO, particle swarm optimization.
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Furthermore, when examining the quadcopter’s trajectory tracking 
in 3D plan, as shown in Fig. 8, it becomes clear that CS-SMC exhibits 
deviations in its trajectory when external disturbances are present. 
In contrast, PSO-SMC maintains a consistent trajectory even in the 
face of external disturbances. These findings not only highlight the 
superiority of PSO-SMC in achieving precise trajectory tracking for 
all variables (position (x, y, z) and orientation (ϕ, θ, ψ), but also under-
score its rapid response, excellent tracking capabilities, and its ability 
to effectively reject the effects of external unknown disturbances. 
Moreover, PSO-SMC significantly mitigates the well-known chatter-
ing effect, ensuring stable attitude control with smoother variations 
and reduced control switching.

VI. CONCLUSION

An adaptive SMC structure based PSO and CS algorithms, has been 
successfully applied in this work for optimal full control of quadro-
tor during trajectory tracking missions. The proposed PSO and CS 
algorithms efficiently compute the requisite control signals to 
determine the optimal SMC parameters. Consequently, the control 
law has been derived in the sense of the Lyapunov theory and the 
stability of the closed loop has been rigorously established. The 
attained stability ensures that the quadrotor maintains a stable 
attitude while performing hovering, take-off, and landing maneu-
vers, thereby demonstrating the controllers’ effectiveness in achiev-
ing precise trajectory tracking, even in the presence of unknown 
disturbances effects.

Finally, a comprehensive comparison of the outcomes obtained 
through the proposed PSO-SMC and CS-SMC approaches against 
those generated by intelligent PIDs, including cooperation PSO-
CS-PID, genetic algorithm hierarchical control, hybrid neural 
networks, fuzzy PID controllers (FPID), and FPID (FPID-PSO), con-
clusively establishes the superiority of the proposed PSO-SMC 
in terms of adaptability and robustness. This approach exhibit 
potential applicability across a broad spectrum of nonlinear sys-
tems, effectively addressing the challenges posed by external 
disturbances.
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