
143

Electrica, 2020; 20(2): 143-152

RESEARCH ARTICLE

Touchless Authentication System Using Visual Fingertip 
Trajectories
Vefak Murat Akman1 , Revna Acar Vural2 , Kemal Talha Koç2 
1Department of Computer Engineering, Istanbul Technical University, Istanbul, Turkey
2Department of Electronics and Communication, Yildiz Technical University, Istanbul, Turkey

Corresponding Author: 
Revna Acar Vural

E-mail: 
racar@yildiz.edu.tr  

Received: 02.29.2020

Accepted: 06.10.2020

DOI: 10.5152/electrica.2020.20030

Content of this journal is licensed 
under a Creative Commons
Attribution-NonCommercial 4.0 
International License.

Cite this article as: Akman VM, Acar Vural R, Koç KT.  Touchless Authentication System Using Visual Fingertip Trajectories. Electrica, 2020; 20(2): 143-152.

ABSTRACT

Biometric traces that are left on the screen of a security device or mobile phone may cause a threat to the privacy of people when such personal data 
is likely to be stolen. The touchless authentication system is proposed to overcome this problem, which allows the usage of fingertip trajectories for 
creating or entering personal information such as passwords. First, fingertip regions are detected with the Haar Cascade method, and these regions are 
tracked using the Lucas–Kanade algorithm. The accurate detection of fingertips with invariance to pose, lighting, and brightness are essential for security. 
Experimental results show that the proposed system proved its efficiency in various backgrounds where the finger is oriented in various directions. This 
system is suitable for low cost and real-time processing, having low computational effort. 
Keywords: Authentication, fingertip detection, fingertip tracking, machine learning, secure computation

Introduction

The validity of authentication with high security is becoming increasingly important as tech-
nology develops. The biometric identities, such as fingerprints and iris patterns, are used in 
home security systems, mobile phones, and institutions where security is crucial. The usage 
of these identities requires an enormous amount of caution when personal data is likely to be 
stolen. Face information, fingerprints, and other biometric traces can be accessed and reused, 
threatening to people’s privacy.

Entering a password by touching a screen may not be completely secure since a biometric 
trace is left on the surface. Therefore, a secure methodology based on visual fingertip trajec-
tories is proposed that allows untouched usage of authentication devices. The user can either 
create a new password or enter a predefined password to open the lock system. The proposed 
methodology first detects fingertips via the Haar Cascade classifier, and the tracking algorithm 
is initiated. There are nine points on it to be tracked by the Lucas-Kanade algorithm. This work’s 
contribution is the efficient detection and tracking of the fingertip movement without leaving 
any trace on the screen, thus providing a secure authentication with high accuracy.

Most of the state-of-the-art image processing studies, including this work, were based on Rap-
id Object Detection using a Boosted Cascade of Simple Features [1]. This three-step method 
started with proposing an integral imaging technique to calculate features of different dimen-
sions. The integral image was calculated by performing a small number of operations, and 
once calculated, other Haar-like features could be recalculated at any size or in any position.

Following, the AdaBoost algorithm was used to select relevant features while training the 
classifier. The weak learning feature was limited to a single one. As a result, each stage’s boot-
ing process, which selected the new weak classifier, could be viewed as a feature selection 
process [1]. In [2], a system that recognized hand gesture and finger movements for HCI 
projects were developed using the OpenCV library. After the hand boundaries were deter-
mined, the fingertip was detected by the convex hull method. Convex hull is an accurate 
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method; however, it is problematic in terms of performance 
and power consumption due to its mathematical process in-
tensity in real-time situations. In [3], a system was developed 
whereby making specific hand movements, and a motorcycle 
driver could control the action camera on the helmets. Sev-
en thousand fist photos were collected to train the classifier. 
It resolved the problem of perception when the hand was in 
proximity. In [4], CS-AdaBoost was proposed to be more ef-
fective than the traditional method of far face detection. The 
misclassified positive samples’ weights were increased, and 
correctly classified negative samples weights were decreased. 
The method focused on the hardest positive. Therefore, detec-
tion rates of this method were high. Another crucial factor was 
the AdaBoost algorithm, which selected essential and useful 
features from the large dataset [5]. Thus, the classifier became 
more efficient and available for real-time operations. In [6], the 
approach was presented for image retrieval by using highly 
selective features. Effective queries were formulated by us-
ing just a small number of training samples and a small set of 
features through the specially selected features. In [7], feature 
extraction, Haar-like features, and AdaBoost learning algo-
rithm were used together for hand detection. The effects of 
other skin-colored objects in the frame were not mentioned, 
which could reduce the system’s performance. Different meth-
ods were developed for an object to be detected indirectly, 
as in [8], [9], [10], [11]. In [8], detected fingertip was used as a 
mouse device in different digital devices. Different horizontal 
lines were taken on hand, and the midpoint of these lines was 
connected to the vertical axis to determine the fingertip by 
looking at the slope of the line. Motion blur was used for track-
ing a finger in adverse ambient conditions [8]. In [9], convex 
hull, Curvature of Perimeter, and K-Curvature methods were 
proposed for hand and finger detection. Among these meth-
ods, Curvature of Perimeter was selected as the most efficient 
one. In [10], the hand gesture was segmented by using area 
growing algorithm and applied morphological operations. 
The center and radius of the hand were calculated to detect 
fingertips by the convex hull method. In [11-13] hand gesture 
detection and skin color detection were investigated. It was 
stated that color detection was an easy way to identify an ob-
ject; however, the performance could be from the ambient, es-
pecially when there was no clear illumination. In [14], fingertip 
identification was performed in a complex environment. First, 
the hand region was detected from a complex background by 
using dense optical flow and constructing a skin filter. Then, 
the centroid was calculated, and the maximum local distance 
outside circles of the extended circle was found to detect fin-
gertips. However, this algorithm had shortages. If two fingers 
were adjacent, the fingertips were detected, as one and the 
whole fist was detected instead of fingertips when a hand was 
positioned in perpendicular. It is also possible to detect ob-
jects with CNN, which provides excellent accuracy, but it in-
terferes with real-time processing. In [15], the bi-level cascade 
structure of CNN was proposed to solve problems such as illu-
mination variety, shape distortions, complex background, etc.

The focus of HCI projects is utilizing biometric identities for de-
vice applications. In [16], the user was interacted with the com-
puter by using the fingertip through video projection devices. 
The webcam was used instead of sensors. Even the cost of 
these devices was reduced, the performance of the system was 
decreased due to the usage of the Kalman filter and correlation. 
Another drawback could be noted as that the background was 
constant, which required certain conditions to operate. In [17], 
a remote control system that enabled counting open fingers 
and motion detection was presented. After the motion in the 
frame was detected, the related area was zoomed to extract 
hand gesture, and the number of open fingers was counted to 
control the television menu.

Another challenge in image processing is object tracking. In 
[18], a new technique used as a spatial intensity gradient of the 
images was presented. This method analyzed fewer potential 
matches between images and could track one or more pixels 
with an optical flow method that brought a great advantage 
for that study. In [19], a method proposed to estimate motion 
or displacement by tracking all motions in a frame instead of 
the tracking single pixel. In [20], the fingertip detection and 
tracking were performed by using different algorithms. First, 
the hand region and fingertips were found, respectively, the 
same as in [14]. Then, the fingertip points were used for mo-
tion estimation with bi-directional optical flow. The fingertip 
model with a perceptual hash sequence was presented to lo-
cate fingertips more efficiently. Instead of tracking all motions, 
it was possible to track a single target as in [21-25]. MeanShift 
algorithm is commonly used in object tracking applications be-
cause it does not need prior knowledge about the target to be 
tracked. This algorithm does not work well under some cases 
example fast-moving target object or obstacle in front of the 
target object. In [21], improved MeanShift and Kalman filter 
were combined to resolve these problems. This combined al-
gorithm computed the target direction even there was an ob-
stacle between object and camera. Nevertheless, there was no 
significant difference between the performance of MeanShift 
and the proposed algorithm according to the reported results. 
MeanShift uses only the color information of the target object 
and does not contain environmental information. Thus, when 
there exists a similarity between the ambiance color and object 
color, the tracking was likely to fail. 

A method was proposed in [22], which used an adaptive block 
color histogram to fix occlusion and rotation problems of the 
MeanShift. In case the size of the bounding rectangle of the 
tracking object was changed, it was needed to readjust the 
block method and accordingly weigh them. These studies 
showed that the MeanShift algorithm is not adaptive to chang-
es in target size and rotation. To solve the problem, Adaptive 
MeanShift (CamShift) algorithm was proposed. This algorithm 
was able to track changes in probability distributions within 
video sequence by adjusting its search window size consider-
ing the distribution [23]. Even so, the CamShift algorithm was 
prone to be affected by excessive illumination and obstacles. 
These problems were tried to be resolved by using improved 
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algorithms [24, 25]. In [24], the CamShift search windows were 
updated using the contour features of the target to decrease 
the lighting effects. The prediction of tracking object loca-
tion was carried out using the Kalman filter to overcome ob-
stacles. In the other study [25], the proposed algorithm used 
the Gaussian mixture model to determine the tracking area 
accurately. Same as in [24], this study used the Kalman filter 
to predict the occluded objects. However, both studies [24, 
25] have issues about the real-time operation because of the 
need for high computational effort. In some devices, such as 
the wireless mouse, the data sent to the computer can be in-
tercepted by modified algorithms. Crucial information, such as 
passwords, can be obtained by tracking the mouse cursor [26]. 
In [27], the secure fingertips mouse was proposed to prevent 
attacks like in [26]. This algorithm was used the mobile phone’s 
back camera to detect fingertips, move a cursor on the screen, 
and perform click event by click gestures. Also, a randomized 
mouse acceleration algorithm was designed to prevent the 
third person from finding clicks on the keyboard by observing 
the finger movement.

In this work, a touchless authentication system is realized us-
ing fingertip trajectories. First, the dataset is trained with Haar-
like features and AdaBoost to detect fingertips. Then, fingertip 
tracking is carried out with a sparse optical flow algorithm. 
The fingertip movements control the proposed authentication 
system without any biometrical traces left to the screen while 
entering or creating the password. Having low computational 
effort, it is suitable for low- cost real-time processing.

Following the introduction, Section 2 introduces the theory 
and application of fundamental algorithms for fingertip detec-
tion and tracking. The proposed methodology for the touchless 
authentication system and experimental results of the system 
are given in Section 3 and Section 4. Finally, the concluding re-
marks and future work are presented in Section 5. 

Fundamental Algorithms for Fingertip Detection and Tracking

This section explains the fundamental algorithms used in the 
touchless authentication system for fingertip detection and 
tracking. However, some preprocessing methods are applied 
before the fingertip detection phase to increase accuracy. 
These methods are histogram equalization, erosion, and dila-
tion, respectively. The histogram is a graphical representation 
of the intensity distribution of an image. It counts the number 
of pixels for each density value considered. Equalization initi-
ates the mapping of the histogram distribution to a wider and 
more uniform distribution of intensity values. So, these values 
are spread over the whole range. After the implementation of 
histogram equalization, the image may still contain noise. Ero-
sion and dilation methods are used to remove noise and cor-
rect the shape of the object that will be detected.

Fingertip Detection

The Haar Cascade algorithm classifies images based on the val-
ue of simple features (Figure 1) since they can encode temporal 

domain knowledge, which is difficult to learn using a limited 
quantity of training data. Moreover, feature-based operations 
are fast when compared to pixel-based operations [1]. Haar 
Cascade requires thousands of samples to train the AdaBoost 
classifier to determine whether the object exists in another 
image by extracting and marking the essential features. The 
algorithm uses weak classifiers to perform this process. Weak 
classifiers cannot define an object by own. However, they can 
classify objects together with other features. These features 
sort of filters, as shown in Figure 1. If one of them exists in the 
object, it is saved as a weak classifier. In the next step, the saved 
weak classifiers are searched in the new image. If these features 
are found in the new image, there is an object in a related im-
age. This system forms the basis of the Haar Cascade classifier. 
In addition, gradual processing is used to optimize the Haar 
Cascade method. If a feature cannot be found in searching for 
an object in the first step, other features will not be searched in 
the related image. 

The value of a feature is the sum of the pixels in the white rect-
angles and is subtracted from the sum of the pixels in the black 
rectangles for each feature. The regions have the same size and 
shape, where they are adjoined horizontally or vertically. Giv-
en that the size of the detector is 24x24, the set of rectangular 
features is over 180.000, which introduces an extensive com-
putational effort to the hardware. These rectangle features are 
calculated by an integral image method. The integral image at 
(x, y) location, contains the sum of the pixels (1). The functions 

Figure 1. Sample rectangle features [1]
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ii(x, y) and i(x, y) are used to define the integral image and orig-
inal image, respectively, as given below [1].

 
(1)

 

 (2)

 (3)

An AdaBoost learning algorithm is used to select a small set of 
features (Figure 2) and train the classifier. The larger the data-
set, the more efficiently AdaBoost will work. A more efficient 
classifier can be constructed with fewer features to be select-
ed from this large dataset [5]. To support this goal, the weak 
learning algorithm is integrated to select a single feature that 
distinguishes positive and negative samples. For each feature, 
the weak learning algorithm determines the optimal threshold 
classification function to ensure that the minimum number of 
samples is misclassified [6]. To improve classification perfor-
mance, individual classifiers are cascaded to construct a single 
and robust classifier as the final step of the training process. 
At the same time the computational effort is reduced remark-
ably. The basic aim is to construct smaller and more efficient 
classifiers while rejecting most of the negative sub-windows 
and detecting almost all positive samples. The general form of 
the detection process is a cascade. Positive results from the first 
classifier initiate the second one. The general form of the detec-
tion process is a cascade. 

Positive results from the first classifier initiate the second one. 
Then, the positive ones from the second classifier trigger the 
third classifier. This triggering continues until the last classifier. 
Negative results at any stage lead to the rejection of sub-win-
dows. The stages in a cascade are constructed by the training 
classifiers using AdaBoost, and the threshold is adjusted to 
minimize false negatives. The default threshold value is set 
for providing higher detection rates and higher false positive 
rates. The false positive rate is reduced, and each stage in cas-
cade decreases the detection rate. A target is determined for 
the minimum decrease in false positives and the maximum de-
tection rate. Each stage is trained by adding features until false 
positive rates and target detection are met. 

The steps of Haar Cascade classifier training are explained as 
follows: First, the file paths of the images and fingertip coordi-
nates are recorded in a text, and the “OpenCV Create Vectors” 
tool is used to create vectors of positive samples as the first 
step of training. The second step is the application of “OpenCV 
Train Cascade” tool where “numPos,” “numNeg,” “numStages,” 
“minHitRate,” and “maxFalseAlarmRate” parameter values are 
determined. “minHitRate” is the parameter which ensures that 
positive training data yields a proper detection output. For in-
stance, a value of 0.7 would mean that 30% of positive object 
training data can be misclassified, which is a very poor detec-
tion rate. “maxFalseAlarmRate” is used to determine how many 
features are needed to be added. Each weak classifier should 

have a good hit rate on positive samples. If this parameter val-
ue is high, the possibility of detecting non-fingertip objects will 
increase. On the other hand, if this value is low, it will not be 
able to detect the object even when there are slight differenc-
es. “numPos” is not the exact number of positive samples that 
are used in each stage. This value must be lower than the real 
number of positive ones. If the first stage of training uses all 
positive samples, there will be no samples left for the second 
stage. The formula to find proper “numPos” value is given (4).

 (4)

 

Fingertip Tracking

The MeanShift and CamShift algorithms are used for tracking 
by gathering the maximum value of the density function [21-
25]. Both algorithms calculate the histogram in the selected 
area and determine the pixels with these values in the image. 
Tracking can be described as the movement of the center of the 
coverage area as long as the object moves. However, the cen-
ter of this area does not match the centroid of maximum pixel 
density in varying perspectives when uses by the MeanShift 
algorithm. This algorithm is not adaptive to the size of objects, 
It remains constant, and the algorithm only considered statisti-
cal color information of object [21-22]. Continuously Adaptive 
MeanShift (CamShift) is an enhanced version of MeanShift and 
based on HSV color space. However, considering the fingertip 
tracking, these algorithms fail. Since an object is close to skin 
color in the background, example the human head or wall, the 
algorithm will naturally move toward a similar color region. The 
other issue with these algorithms is that they may be affected 
by environmental conditions such as illumination or obsta-
cles [23-25]. The other method is an optical flow, which is the 
pattern of apparent motion of image between two sequential 
frames originating from the movement. It is the 2D vector field 
where each one is a displacement vector that shows the move-
ment of points from the first frame to the last one. The move-
ment of a ball in five sequential frames is shown in Figure 3. The 

Figure 2. The first and the second features on fingertips selected 
by AdaBoost
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arrow shows the direction of the displacement vector. Optical 
flow operates if the pixel densities of an object do not change 
between sequential frames and pixels next to each other and 
have the same motion. Assume that the pixel in the first frame 
is I(x, y, z). The pixel moves up to distance (dx, dy) in time (dt) to 
the next frame. As long as these pixels are the same, and inten-
sity does not change, the following can be derived.

 (5)

 

 (6)

   
(7)

  

  
(8)

where fx and fy are image gradients, and ft is the time gradient. 
To solve these equations, dense optical flow and sparse optical 
flow methods were proposed. Dense optical flow computes 
the optical flow for all pixels in every frame, which is based 
on the Gunnar Farneback’s algorithm. Two channel arrays are 
gathered with optical flow vectors (u, v), and their magnitude 
and direction are found. Value and Hue, which are color planes 
from HSV, are related to the magnitude and direction of the 
image, respectively. Since this algorithm tracks all the motions 
in the frame, other motions, which are caused by finger or 
environment variables, may not allow following the fingertip 
properly [19]. The sparse optical flow method, which is based 
on Lucas-Kanade’s algorithm, follows only a selected area or a 
pixel. Neighboring pixels have similar motion, as mentioned 
before. This algorithm takes a 3x3 patch around the point. (fx, 
fy, ft) as given in (9) can be found with nine points that have 
the same motion. The least square fit method is preferred for 
the solution of nine equations. Figure 4 shows the outputs of 
fingertip tracking algorithms.

 (9)

 

Sparse optical flow with pyramids is selected in this study 
because it allows for tracking selected pixels on the fingertip 
[18]. According to this method, as moving upwards inside the 
pyramid, the small movements disappear, and the large move-
ments become smaller. The tracking loss issue is eliminated 
through the algorithm can track multiple points at the same 
time. In addition, the system’s computational decreases when 
several points are tracked instead of all points in motion. This 
computational optimization improves the real-time operation 
as well.

Touchless Authentication Methodology

The flowchart of the proposed methodology is given in Figure 
5. Initially, fingertip images are collected from several people 
within their consent, where positive and negative samples are 
separated. Positive samples are the fingertip images detected, 
whereas negative samples can be any image excluding fin-
gertips, such as sky or room. 2591 positive samples and 1000 
negative samples were collected from people with different 
skin colors. Fingertip images were taken within five different 
positions for each hand. The locations of fingertips in positive 
samples are marked using an algorithm that creates a square 
area in the acquiring image from the camera. When the finger-
tip enters this area, the algorithm saves images to file path and 
pixel locations to the text document. Following, the file paths 
of the images and fingertip coordinates are recorded in a text, 
and the “OpenCV Create Vectors” tool is used to create vectors 
of positive samples as the first step of training. The second step 
applying “OpenCV Train Cascade” tool where parameter values 
are evaluated as given in Table 1. 

Once the classifier is trained with the optimal parameters of 
Table 1, whereas Classifier 3 is selected as explained in the 
experimental results section, a new frame from the user is ac-
quired. In this study, a webcam with a resolution of 640x480 is 
used. However, when processing the image on hardware, the 
performance requirement will be maximum. Therefore, imag-
es with a resolution of 640x480, which are gathered from the 
webcam, are processed by transforming them to a resolution 
of 320x240 for each frame. This transformation decreases the 
computational effort to a large extent. The acquired image is 
preprocessed to improve computational performance. First, it 
is converted to a gray format. Following, histogram equaliza-
tion is used to enhance the contrast quality of the images. Ero-
sion and dilation methods are used to remove possible noise 

Figure 3. Displacement Vector of Ball Direction

Figure 4. Tracking Algorithms as CamShift, Dense Optical Flow 
and Sparse Optical Flow
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and correct the shape of the object that is to be detected. The 
steps of preprocessing, which are color conversion, resizing the 
image, histogram equalization, removing noises, and fixing 
shape distortions, are given in Figure 6. 

After detecting the fingertip location by the Haar Cascade al-
gorithm, coordinates are transferred to a sparse optical flow 

tracking algorithm. A zero matrix is created, and the first frame 
that is taken before the tracking is assigned to zero matrix so 
that consecutive images will not conflict. Determining nine 
points on the fingertip provides a more robust tracking than 
a single point.

The fingertip tracking is used for two purposes in this study; 
either creating or entering a password. If the user chooses to 
create a new password, the algorithm will continue to run and 
wait for the password entry. For creating a password, the user’s 
fingertip should enter the area of the first digit of the password 
and then move into other areas, which are numbered from 1 to 
9 to continue creating the password. The number of the area 
is transferred to the related string. The solution is found with 
a Boolean variable so that the same number is not transferred 
to the password string while the finger is still in the area. If 
the user has completed the password and remains within 50 
frames in the last digit area of the password, the system will 
accept this as the completion of the password. Following, the 
user should save the password by moving into the “Save” area 
if this attempt is the creation of the password. When saving the 
password, the related string is made null again, and the pass-
word is transferred to the string that is used for registration. 
Once the password is created, if the user prefers to unlock the 
system, the fingertip should be moved to the area where the 
password starts. If the user enters the predefined password and 
then confirms it, the lock will be opened. The proposed algo-
rithm figures out the difference between the password entry 
and the new password creation whether the relevant string 
variable is empty or not. The application of the proposed sys-
tem is given in Figure 7.

 Experimental Results

Haar Cascade classifier is trained with 2591 positive samples 
and 1000 negative samples, as explained in the previous sec-
tion. By setting varying values for parameters “minHitRate,” 
“maxFalseAlarmRate,” and “numPos,” four classifiers are con-
structed. The performances of these classifiers are tested on 
real-time finger detection by setting the number of frames as 
25, 50, and 100, respectively. Detection rate (DR) and error rate 
(ER) are evaluated using Algorithm 1. Table 2 shows that the 
most effective results are obtained with Classifier 3. The rest of 
the experiments are conducted using this classifier. 

Algorithm 1. Performance Evaluation of Classifier Versions

Require: 

(a) DO, number of detected fingertips within a frame;
(b) DN, total number of detected fingertips;
(c) EN, total number of misdetected fingertips;
(d) FN, total frame number;
1: Camera is initialized
2: Number of frames is started to count

Figure 5. The Proposed Algorithm

Figure 6. a-e. Preprocessing: (a) Acquired Image (b) Flip & Resize 
(c) Convert to Gray from RGB (d) Histogram Equalization (e) Ero-
sion and Dilation
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3: Haar Cascade is run for fingertip detection within a frame 
4: if DO == 1 then
5: DN++
6: if DO > 1 then
7: DN++, EN++
8: DR = (100*DN)/ FN 
9: ER = (100*EN)/FN
10: end

The accurate detection of the fingertip with invariance to pose, 
lighting, and brightness are essential and security. In this study, 
fingertips of 15 people are positioned in different orientations 
independently from environment brightness and lighting con-
ditions for evaluating the performance of a touchless authen-
tication system. The images of rotated fingertips by 30° in the 

Figure 9. Password Patterns

Figure 7. a-f. Touchless Authentication System: (a) Finger Detection (b) Entering New Password (c) Saving Password (d) Entering Existing 
Password (e) Confirming Password (f ) System Outputs

Figure 8. a-e. Orientation: (a) 0˚ (b) 30˚ left in y-axis (c) 30˚ right in y-axis (d) 90˚ left in z-axis (e) 90˚ right in z-axis

Figure 10. Test Results of Tracking of Password Patterns

Table 1. Parameters and Execution Time of Classifiers  

Classifier 1 Classifier 2

minHitRate 0.995 0.995

maxFalseAlarmRate 0.25 0.5

numPos 1450 1450

numNeg 1000 1000

numStages 17 17

TPT Approx. 5 days 32 min

Classifier 3 Classifier 4

minHitRate 0.995 0.99

maxFalseAlarmRate 0.45 0.4

numPos 1400 1350

numNeg 1000 1000

numStages 17 17

TPT 37 min 62 min.
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y-axis and 90° in z-axis on the white background constituted 
the test dataset, which is given in Figure 8.

Haar Cascade classifier with the optimal parameters given in 
the previous subsection is applied to detect fingertips of 15 
people with given orientations. Test results of Haar Cascade 
classifier detection rates and error rates are provided in Table 
3. Figure 9 shows some of the preferred password patterns by 
the users. The test performance of sparse optical flow with the 
Lucas-Kanade algorithm of tracking those patterns is provided 
in Table 4. The most successful tracking rate is obtained with 
pattern (a), followed by (b) and (c). Pattern (d) is more compli-
cated to track than the rest, therefore tracking rate is also less 
when compared with the rates of other patterns. Password 
identification with various backgrounds is provided in Table 
4. Here, the user sets a password pattern to the system, and 
validation is performed by entering the right password pattern 

for 50 times and wrong patterns for 50 times. Tests are carried 
out using three backgrounds, a plain wall, a human face and a 
complicated background, respectively. The identification rate 
of true and false entries decreases as the complexity of the 
background increases. Finally, the practicality of the proposed 
system is tested with 15 people of different ages using a plain 
wall background. 12 people out of 15 successfully enter a new 
password and reenter it to unlock the system. 80% success in 
the usability of the system is achieved, which shows that the 
touchless authentication system is user-friendly and suitable 
for secure applications. 

OS used to implement the proposed system is Windows 10, 
and the running software in C++. The processor type is Intel® 
Core™ i7-6700HQ with 8 cores and 2.6 GHz of clock speed. Total 
RAM is 16 GB DDR4L 1.2V 2133 MHz. CPU usage for the pro-
posed system is 42%, and Visual Studio is 3.2%. RAM usage for 
the proposed system is 3%, and Visual Studio is 8.6%. Elapsed 
time for initialization of camera and system, algorithm detec-
tion part, and algorithm tracking part are 58 ms, 11 ms, and 
12 ms, respectively. Camera’s overall setting requires 9 FPS, and 
the limit of finger movement speed is 6 FPS.

Conclusion

Personal data security is crucial since biometric traces of a 
person are likely to be accessed and reused. Most of the au-
thentication devices used in public or private require person-
al information such as passwords through a screen where the 
fingertip pattern is left. In this work, a secure methodology 
based on visual fingertip trajectories is proposed that allows 
untouched usage of authentication devices. This study’s con-
tribution is the efficient detection and tracking of the fingertip 
movement without leaving any biometric trace on the screen, 
thus providing secure and dependable authentication. 

Haar Cascade algorithm is preferred for fingertip detection. 
The main reason for the usage of this algorithm is that the 
computational effort is less, and therefore, it is very suitable 
for low cost and real-time application. Deep learning may be 
considered as another solution for fingertip detection; howev-
er, it requires more computational source, and execution time 
is likely to be higher than that of the Haar Cascade algorithm. 
In addition, more expensive and complex hardware is required 
for the implementation of a deep learning method than that 

Table 2. Haarcascade Classifiers’ Test Performance on Fingertip Detection  

Classifier

# of frames=25 # of frames=50 # of frames=100

Detection rate Error rate Detection rate Error rate Detection rate Error rate

1 44% 0 40% 0 39% 3%

2 76% 24% 88% 36% 91% 41%

3 84% 0 92% 2% 95% 2%

4 60% 12% 68% 10% 70% 7%

Table 3. Fingertip Detection Performance in Various 
Orientations 

Orientation

Detection Rate

Left Hand Right Hand

0 100% 93,3%

30º left in y-axis 93,3% 93,3%

30º right in y-axis 86,6% 86,6%

90º left in z-axis 86,6% 86,6%

90º right in z-axis 80% 86,6%

Table 4. Touchless Authentication System Performance in 
Various Backgrounds  

Background

Password Identification

True False

Plain wall 92% 86%

Human Face 76% 82%

Complicated 44% 50%
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of the Haar Cascade algorithm when this methodology will be 
implemented through hardware.

Several tests are carried out for evaluating the performance 
of fingertip detection. Fingertips of 15 people are positioned 
in different orientations independently from environment 
brightness and lightning. Users provide their password pat-
terns, which are tracked with the sparse optical flow with the 
Lukas-Kanade algorithm. Password identification performance 
sing these patterns in the various background is provided. To 
demonstrate the practicality of the system, 15 people from var-
ious ages are asked to set a password and reenter it. Eventually, 
12 people are successful in using the system on their own. This 
rate may be increased if age groups are comprised of young 
people. 

As further work, this methodology will be applied for usage in 
mobile devices. An algorithm will be developed for random let-
ter/number placement on screen to increase the security and 
dependability of the proposed system.  
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