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ABSTRACT

To detect computer communication network failures, a computer communication network fault detection based on an improved neural network algorithm is 
proposed. A network fault diagnosis example is used to verify the effectiveness of the method. There are many network failure phenomena. Here, the author selected 
13 network fault information parameters for a comprehensive diagnosis of network failures. The author designed a three-layer backpropagation (BP) neural network. 
There are 13 nodes in the input layer, corresponding to the above 13 network fault parameter information. The output layer has three nodes, which output the fault 
code sequence. The training of the network uses the trainlm() function. The performance function uses the mean square error performance function mse() and set 
e = 0.001; the network learning rate is set to a = 0.05. The author selects 100 failure data as the training set for network training and selects 10 sets of samples as the 
test set. The experimental data shows that after the network has been trained 25 times, the output error reaches the set precision e. After training the BP network using 
this algorithm 140 times, the output error reaches the set precision e. This method effectively improves the effectiveness and accuracy of S network fault diagnosis.
Index Terms—Network failure, improved neural network algorithm, BP neural network algorithm, fault detection

3

22

Electrica 2022; 22(3): 351-357

I. INTRODUCTION

The types of services that data communication networks provide to people are constantly 
increasing and updating. It is playing an increasingly important position in the entire human 
society, economy, social activities, and daily life [1]. The data communication network has the 
characteristics of complex structure, large scale, high distribution, and heterogeneity. Because 
it is more and more difficult to maintain a system with such a large amount of operation, it is 
particularly urgent to remove the faults of the system efficiently. The location and cause of the 
abnormality in the data communication network require a good analysis method to help data 
communication network operation and maintenance personnel to troubleshoot and solve the 
problem of failure [2]. The data communication network is undergoing an intelligent transfor-
mation, from a single interconnected data communication medium to a comprehensive ser-
vice platform for humans to process distributed information. Thus to ensure that the extremely 
important data communication network runs safely and effectively for a long time, we must 
strengthen its management to make the operation and maintenance management more scien-
tific and accurate [3]. Among them, the fault diagnosis of the data communication network is a 
very important link in the whole system. The data communication system is shown in Fig. 1 [4]. 
The future development direction of diagnostic technology is also progressing along with the 
progress of science and technology step by step in the direction of synthesis, intelligence, and 
automation. When the network fails, it is necessary for the network management personnel to 
accurately locate the fault position, classification, and internal and external factors within as little 
time as possible to repair the damaged fault place in time. Due to the simple backpropagation 
(BP) neural network model, its wide application, strong nonlinear approximation, large-scale par-
allel operation, fault tolerance, and generalization ability, it is very practical to deal with the deci-
sion network classification problem, that is, to analyze which type of network form belongs to. 
Based on the existing research, this paper proposes a fault detection method of computer com-
munication network based on improved neural network algorithm. First, the author introduces 

mailto:sundong7@126.com
http://orcid.org/0000-0002-9226-5449
http://orcid.org/0000-0002-7624-9000
http://orcid.org/0000-0001-9226-3913
http://orcid.org/0000-0002-9771-6288


Electrica 2022; 22(3): 351-357
Sun et al. Neural Algorithm on Computer Network Detection

352

the BP neural network algorithm and the improved BP neural net-
work algorithm. The author verifies the effectiveness of the method 
through a network fault diagnosis example. There are many network 
failure phenomena. Here, the author selected 13 network fault infor-
mation parameters for a comprehensive diagnosis of network fail-
ures. The author designed a three-layer BP neural network. There are 
13 nodes in the input layer, corresponding to the above 13 network 
fault parameter information; The output layer has three nodes, which 
output the fault code sequence; The training of the network uses the 
trainlm() function. The performance function uses the mean square 
error performance function mse() and sets e = 0.001, and the network 
learning rate is set to a = 0.05. The author selects 100 failure data as 
the training set for network training and selects 10 sets of samples as 
the test set. The comparison of experimental results shows that the 
improved BP network proposed by the author has fewer iterations 
and converges faster. This shows that the fault diagnosis method 
based on the improved BP network can approximate the actual situa-
tion with higher accuracy. Thus, this method can meet actual applica-
tion needs.

II. LITERATURE REVIEW

In response to this research question, Wijaya and others put forward 
at the seminar on simulation intelligence of machines that artificial 
intelligence (AI) is a high-tech discipline that studies machine intel-
ligence and intelligent machines. It simulates, extends, and expands 
human intelligence and realizes the technical basis of certain mental 
labor automation. It is an important scientific approach to explore the 
mysteries of the human brain and a broad field of computer appli-
cations. Artificial neural network is a relatively prominent and fast-
developing algorithm model among them [5]. Li and others invented 
the BP algorithm [6]. Zhang and others discovered the algorithm 
again [7]. Guo et al. proved that this algorithm can generate complex 

input pattern representations for hidden units [8]. Teh et al. proved 
that BP algorithms can explain within the scope of neuroscience, the 
function and role of some nerves in the human cerebral cortex. After 
that, the atmosphere of studying neural networks reached a climax 
and in-depth applications of neural networks have also appeared 
in many fields [9]. Xu and others innovated a brand new diagnostic 
system algorithm model which aimed at the complicated non-linear 
mapping relationship in the relationship between symptoms and 
faults. This model uses the fuzzy neural network to obtain the diag-
nosis matrix from the statistics of previous diagnosis examples, uses 
fuzzy transformation for reasoning, synthesizes the reasoning con-
clusions of the rules through the dynamic weight synthesis method, 
comes to the final diagnosis, solves the problem of non-orthogonal 
rules, and makes the diagnosis result statistically significant, and it 
solves the difficulty of obtaining rules in common methods and 
the problems that it is not easy to modify in use [10]. Fathian and 
other researchers used genetic algorithm to improve the BP neural 
network algorithm and reduce some of the inevitable shortcomings 
when using the BP algorithm alone. A diagnostic algorithm model 
combining genetic algorithm and BP neural network is presented 
as shown in Fig. 2 [11]. Li. and others conducted in-depth research 
on the feasibility, basic principles, diagnosis process analysis, and 
parameter optimization process of neural network for fault diagnosis 
and got a more ideal diagnosis result [12]. Agarwals et al. proposed a 
neural network method suitable for remote diagnosis and a remote 
network fault diagnosis model based on this method, realized the 
intelligent diagnosis, and finally through the experiment, verified the 
feasibility of this model [13]. Zhou et al. proposed the implementa-
tion process of the interface module of the fault diagnosis platform 
based on self-organizing neural network. They used Delphi to realize 
the input of classified samples and the graphical user interface func-
tion of the platform and for a relatively simple cluster analysis of the 
samples [14].

Fig. 1. Data communication system process.
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On the basis of current research, the author detected computer com-
munication network failures. A computer communication network 
fault detection based on an improved neural network algorithm is 
proposed. First, the author introduces the BP neural network algo-
rithm and the improved BP neural network algorithm. The author 
verifies the effectiveness of the method through a network fault 
diagnosis example. There are many network failure phenomena. 
The author selected 13 network fault information parameters for a 
comprehensive diagnosis of network failures. The author designed a 
three-layer BP neural network. There are 13 nodes in the input layer, 
corresponding to the above 13 network fault parameter informa-
tion. The output layer has three nodes, which output the fault code 
sequence. The training of the network uses the trainlm() function. 
The performance function uses the mean square error performance 
function mse() and sets e = 0.001, and the network learning rate 
is set to a = 0.05. The author selects 100 failure data as the train-
ing set for network training and 10 sets of samples as the test set. 
The comparison of experimental results shows that the improved 
BP network proposed by the author has fewer iterations and con-
verges faster. This shows that the fault diagnosis method based on 
the improved BP network can approximate the actual situation with 
higher accuracy, this method can meet actual application needs. 
Example shows that the method effectively improves the effective-
ness and accuracy of network fault diagnosis, better than previous 
studies, and provides a feasible idea for network fault diagnosis.

III. METHODS

A. BP Neural Network Algorithm
One of the most widely used and mature neural network models 
at the moment is the BP neural network. This model belongs to the 
instructor, multi-layer forward structure network of unidirectional 
transmission. The composition of this model usually contains three or 
more layers, which can be divided into input layer, intermediate layer 
(hidden layer), and output layer [15].

The jth neuron of the kth layer in the BP neural network has the fol-
lowing input and output connection formula (1):
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The learning method of BP neural network uses the error BP algo-
rithm and the weight adjustment is as follows:
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Among them, I is the total number of samples, 0 < η < 1 is the learn-
ing step size, and �hj

k� �  is the error transmission term. For the output 
layer, the error calculation formula is:
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For other layers, the error calculation formula is:
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The calculation formula of the error ε1 output by the neural 
network is:
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If ε1 > ε (ε is the preselected setting error), then continue to the next 
round of learning process; the purpose is to change the size of the 
weight, otherwise the network learning will be stopped. The network 
composed of the weights of Wij after learning can achieve the desired 
output within the error range set by ε. Backpropagation network 
has the characteristics of high nonlinear approximation ability, can 
calculate the conclusion of the sequence of numbers, has no lack of 
generalization ability, and the stored abnormal pattern is recorded in 
the connection weight. In the process of diagnosis, the BP network 
can not only distinguish the fault but also the abnormal degree value. 
It is just that there are unavoidable shortcomings based on the BP 
network algorithm and the training process is not guaranteed to be 
very stable, even locally highlight the minimum value. In addition, 
because the discrimination performance of BP network depends on 
the existing information in the information database, a large num-
ber of sample information is needed for network training. Otherwise, 
once a new fault signal appears, it is likely that the best correspond-
ing sample cannot be found, resulting in unsatisfactory diagnosis 
effect [16].

B. Improved BP Neural Network Algorithm
In the actual application process, the traditional BP learning algo-
rithm has problems such as poor anti-interference ability, slow 
learning rate, and the objective function easily falling into a local 
minimum [17]. For these questions, researchers have proposed 
improved learning algorithms such as batch learning method, addi-
tional momentum method, adaptive parameter adjustment method, 

Fig. 2. Technical scheme of system fault diagnosis method based 
on genetic algorithm.
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and Levenberg–Marquardt (L–M) method. Compared with other 
improved algorithms, the L–M algorithm converges very quickly 
when the network weight is small for several months. Compared 
with the traditional BP and its improved algorithm, the number of 
iterations is less, the convergence speed is fast, and the accuracy is 
high. L – m algorithm makes each iteration no longer follow a single 
negative gradient direction, but allows the error to search along 
the deterioration direction. At the same time, through the adaptive 
adjustment and optimization of the network weight between the 
steepest gradient descent method and Gauss Newton method, the 
network can converge effectively, which greatly improves the con-
vergence speed and ability of the network [18].

In the network fault diagnosis algorithm based on BP neural net-
work, in order to prevent the learning algorithm of the BP network 
from trapping the local minimum and its divergence and at the same 
time to speed up the calculation speed of the system risk assess-
ment and in order to improve the accuracy of the evaluation, the 
author chooses the improved L–M algorithm to modify the network 
weights. In addition, the performance of BP neural network also 
depends on the generalization ability of the network [19]. The test of 
generalization ability generally adopts an initial termination method 
and randomly divides the available samples into two parts: one part 
is used as the training set and the other part is used as the test set. 
The training set is used to calculate the gradient of the network per-
formance response number and the updated network weight and 
the test set is used to test the training results of the neural network. 
If the error of the network to the training set samples is small, the 
error of the test set samples would be very large, indicating that the 
network has been trained too much and does not have good gener-
alization ability [20].

C. Fault Diagnosis Algorithm Based on Improved BP Network
Based on the improved BP neural network fault diagnosis algorithm, 
the algorithm steps are described as follows:

The first stage: training and test sample set design

(1) Design a sample set based on network fault information 
parameters;

(2) Divide the sample set into two parts. Among them, N samples 
constitute the training sample set and M samples constitute the 
test sample set.

The second stage: construct and train BP neural network.

(3) According to the collected data, design a three-layer BP neural 
network, the input layer contains n nodes, the hidden layer con-
tains l nodes, and the output layer contains m nodes. Among 
them, if the number of hidden layer nodes is based on empirical 

formula, the trial and error method is used to determine the 
nodes.

(4) Encode the failure mode, output an m-dimensional vector, and 
in the case of meeting the number of failures, make the dimen-
sion m of the output vector as small as possible.

(5) Set the network’s transmission speed, training function, per-
formance number, convergence error learning rate, and the ini-
tial value and national value of the neuron connection weight. 
The training number is the train() function, which uses the L–M 
learning algorithm.

(6) Use the training set samples to train the BP network until a 
stable network weight and predetermined error accuracy are 
obtained.

(7) Use the test set samples to test the training results of the trained 
BP network and see if the predetermined error requirements 
are met.

The third stage: fault diagnosis of unknown samples
(8) Input the unknown samples into the trained BP network and 

get the network fault diagnosis result.

IV. RESULTS AND ANALYSIS

The author verified the effectiveness of the method through a 
network fault diagnosis example. There are many network failure 
phenomena. The author selected 13 network failure information 
parameters for comprehensive diagnosis of network failures and 
designed a three-layer BP neural network [21]. There are 13 nodes in 
the input layer, corresponding to the above 13 network fault param-
eter information. The output layer has three nodes, which output the 
fault code sequence. According to the empirical formula, the number 
of hidden layer nodes is set to 6. The logarithmic sigmoid function is 
used to transfer the number between the input layer to the hidden 
layer and the hidden layer to the output layer [22]. The training of 
the network uses the trainlm() function [23]. The performance func-
tion uses the mean square error performance function mse() and set 
e=0.001; the network learning rate is set to a = 0.05 [24]. The author 
selects 100 fault data as the training set for network training, and at 
the same time, 10 sets of samples are selected as the test set. Some 
training samples are shown in Table I.

Tables II and III show the network status information represented by 
L-M. The error output and training times of BP network are increased 
to the training sample set, as shown in Fig. 3. The abscissa represents 
the number of training of the network and the ordinate represents 
the error accuracy of the BP network [25]. As can be seen from Fig. 4, 
after the network has been trained for 25 times, the output error 
reaches the set precision e. The training output of the BP network 
using the adaptive gradient descent method is shown in Fig. 4.

TABLE I. PART OF THE TRAINING SAMPLES

Serial number A B C D E F G H I J K L M Fault

1 1 2 2 0 0 0 0 0 0 0 0 0 0 Connection blocking

2 2 2 2 0 0 0 0 0 0 0 0 0 0 Port closed

3 1 1 1 0 0 0 0 0 0 0 0 0 0 Broadcast storm

4 1 1 1 0 0 0 0.5 0.5 0.5 0.95 0.95 0.02 0.02 Buffer overflow

5 1 1 1 0.05 0 0 0 0 0 0.2 0.2 0.02 0.02 Line interference
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As can be seen from Fig. 4, after training the BP network using this 
algorithm for 140 times, the output error reaches the set precision e 
[26]. The comparison shows that the improved BP network proposed 
by the author has fewer iterations and faster convergence [27].

The output results of network fault diagnosis based on Improved 
BP network are shown in Table IV. It lists the output of five test set 
samples.

It can be seen from Table IV that the output results of fault diagnosis 
based on the improved BP network have very good consistency with 
the output results of the test sample set [28, 29].

V. CONCLUSION

The author proposes a computer communication network fault 
detection based on an improved neural network algorithm, intro-
duces a fault diagnosis algorithm based on an improved BP network, 
and carries out a network fault diagnosis example to verify the effec-
tiveness of the method. The experimental results improve the error 
output and training times of the BP network on the training sample 
set. The abscissa represents the training times of the network and the 
ordinate represents the error accuracy of the BP network. After the 
network is trained 25 times, the output error reaches the set preci-
sion e. After training the BP network using this algorithm 140 times, 
the output error reaches the set precision e. The comparison shows 
that the improved BP network proposed by the author has fewer 
iterations and faster convergence. This shows that the fault diag-
nosis method based on the improved BP network can approximate 
the actual situation with higher accuracy, and this method can meet 
actual application needs. In order to make the recognition faster and 
more accurate, it is necessary to further optimize the structure 
and function of neural network. In order to improve the efficiency 
and practicability of the algorithm, the Lich knows how to skillfully 
and effectively construct neural networks and train data samples.

Peer-review: Externally peer-reviewed.

TABLE II. A-F VARIABLE DESCRIPTION

Symbol Illustrate Ranges

A Port management status 1-up 2-down

B Link protocol status l-up 2-down

C The current status of the port. 1-up 2-down

D Cyclical Redundancy Check error rate 0–1

E Conflict rate 0–1

F Backward conflict rate 0–1
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Fig. 4. Output error and training times of traditional BP network. BP, 
backpropagation.

TABLE IV. OUTPUT RESULTS OF TEST SET SAMPLES

1 2 3 4 5

y1 0.0021 0.0281 0.0049 0.0039 0.9981

y2 0.0032 0.0089 0.9971 0.9979 0.0031

y3 0.9985 0.0019 0.0003 0.9436 0.0025
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Fig. 3. Output error and training times of the training sample set.

TABLE III. G-M VARIABLE DESCRIPTION

Symbol Illustrate Ranges

G Enter the packet loss rate 0–1

H Output packet loss rate 0–1

I Total packet loss rate 0–1

J Input queue length/maximum length 0–1

K Output queue length/maximum length 0–1

L Average input flow/port speed 0–1

M Average output stream address/port speed 0–1
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