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ABSTRACT

In order to study the task unloading algorithm for mobile edge computation, this paper proposes an artificial intelligence-based approach. First, a load-unloading 
model is developed for multi-dependent multi-service nodes within large-scale non-homogeneous mobile edge computing, and then an advanced in-depth training 
algorithm is used to optimize the task in combination with real-world application options for mobile edge computing. Unloading strategy. Finally, the unloading 
strategy comprehensively compares energy consumption, cost, load balancing, delays, network operation, and average execution time and analyzes the advantages 
and disadvantages of each unloading strategy. The simulation results show that the edge algorithm distributes all sub-tasks evenly to all peripheral servers, so the 
decision to lower central processing unit (CPU) usage to peripheral servers is kept between 20% and 80%, which ensures load balancing performance. As for the 
Deep Q Network (DQN) algorithm, these two algorithms are better than DQN because the DRQN algorithm and the HERDRQN algorithm are less commonly used on 
the edge server with the lowest average performance and power ratio, while the CPU utilization is [80%, 100%]. power consumption.algorithm. This proves that the 
strategy created by the HERDRQN algorithm is scientific and effective in solving the task of unloading the task.
Index Terms—Moving edge computing, task unloading, deep reinforcement learning, short and long term memory network, post experience playback
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I. INTRODUCTION

With the rapid development of cloud computing, Internet of things (IoT), and artificial intelli-
gence, new applications such as video analysis, virtual reality, and intelligent vehicles are emerg-
ing. The number of wearable devices, household appliances, and sensors is increasing explosively. 
In the future, the network architecture is changing from centralized to distributed. Although 
cloud computing can provide centralized computing resources, due to the large amount of data 
to be transmitted, transmitting all IoT aware mobile terminal data to the cloud data center will 
bring huge congestion pressure and high delay to the network, which will seriously affect the 
user experience quality [1] This data processing method of transmitting IoT-aware device data to 
the cloud data center also brings great risks and challenges in security. The traditional operation 
mode with cloud data center as the core needs to carry more and more data per unit time, and 
the data blocking and network delay caused by it greatly affect the quality of user service. On the 
one hand, because the business data interaction needs to be transmitted through the core net-
work, it will produce great load pressure on the core network; on the other hand, large network 
delay is caused according to the relative distance between smart devices and cloud data center, 
which seriously affects the service experience of delay sensitive applications. In order to solve the 
related problems caused by the above method of transmitting IoT-aware mobile terminal data to 
the cloud data center, the mobile edge computing (MEC) mode came into being. The MEC mode 
is to arrange servers near the edge of the IoT mobile devices to form an edge cloud to provide 
users with computing and storage resources, so as to reduce the share of network resources and 
shorten the network delay [2]. At present, the edge computing mode has attracted extensive 
attention in the industry. As shown in Fig. 1, MEC technology includes four aspects: computing 
offload, resource management, mobility management, and security and privacy protection. As 
an extension of the mobile cloud computing model, MEC is considered by the industry as a prom-
ising solution. Resource management aims to solve the management problem of computing and 
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storage resources in edge computing system. Mobility management 
is responsible for providing continuous and stable high-quality com-
munication services. Security and privacy protection is an important 
hub for edge computing. It is responsible for protecting personal 
information and allowing users to query and process. It is not only 
an effective scheme to prevent network malicious attacks but also a 
necessary condition for enterprise intelligent authentication [3].

II. LITERATURE REVIEW

Fang mainly studied the energy efficiency maximization of MEC 
system with joint task unloading and computing resource alloca-
tion and proposed a computing efficiency index, which is solved 
by iterative and gradient descent methods [4]. Pan proposed an 
energy-saving task unloading algorithm based on non-orthogonal 

Fig. 1. Mobile edge computing task unloading algorithm.
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multi-channel access MEC environment, which determines the 
uplink power control solution of network link. The problem of task 
offload division and time allocation thus is solved. Aiming at the task 
offload problem that MEC server can charge IoT devices [5], Yang 
proposed an offload algorithm with time delay constraint, which can 
minimize the energy consumption [6]. Wang aimed to minimize the 
energy consumption of IoT device tasks transmitted over the uplink 
network link based on orthogonal frequency division multiple 
access protocol. Three optimization strategies such as computing 
shunting, subcarrier allocation, and computing resource allocation 
were comprehensively used to reduce the energy consumption of 
IoT equipment [7]. Chien proposed an IoT equipment unloading 
scheduling algorithm in the wireless power transmission environ-
ment. In this algorithm, the IoT equipment will decide whether to 
calculate the task locally or unload the task to the MEC server for 
calculation [8]. Dai mainly studied the collaborative computing 
offload of MEC and ECS and proposed a collaborative partial com-
puting offload algorithm for MEC and ECS environments. This paper 
uses the branch and bound method to solve the computing offload 
problem of a single MEC server and then extends it to multiple MEC 
servers and ECS scenarios [9]. Chen studied the joint unloading and 
automatic capacity expansion of energy collection MEC system. This 
paper points out that the key to the reliable and efficient operation 
of energy collection MEC lies in its foresight and adaptability. In 
order to learn quickly when the system parameters are unknown, 
this paper proposes a reinforcement learning algorithm based on 
PDS to learn the optimal unloading and automatic capacity expan-
sion strategy [10]. Saeik integrating renewable energy into MEC sys-
tem, an unloading scheduling algorithm considering MEC battery 
and service experience quality is proposed. The algorithm proposed 
in this paper includes the admission control of unloading request 
and the calculation of MEC server frequency. However, the above 
algorithms are not suitable for equipping each IoT device with EH 
module proposed in this paper and green task unloading schedul-
ing for equipment tasks. Of course, the research on IoT system with 
energy collection function has also attracted the attention of many 
researchers [11]. Yang proposed an unloading algorithm based 
on reinforcement learning for energy collection IoT equipment to 
determine the unloading rate according to the battery power [12]. 
Chemouil proposed a dynamic computing offload algorithm focus-
ing on the computing power of MEC server. The algorithm only men-
tions the role of energy collection in prolonging the network life and 
does not take energy collection as the main consideration of system 
task offload scheduling [13]. Sun assuming that IoT equipment has 
energy collection module, proposed an algorithm for IoT equipment 
to determine its calculation frequency according to the energy col-
lection state using Lyapunov optimization technology. However, 
this paper only considers the unloading scheduling of a single IoT 
equipment task and the unloading scheduling of multiple IoT equip-
ment tasks that can use green energy [14].

Based on this, this paper proposes an approach based on AI. First, a 
load unloading model with a large number of dependent multi-ser-
vice nodes within a large non-homogeneous mobile market compu-
tation is developed and then used to optimize the advanced training 
algorithm in combination with real-world application options for 
mobile market computation. Task unloading strategy. Finally, the 
task unloading strategy comprehensively compared energy con-
sumption, cost, load balance, delay, network operation, and average 
execution time and analyzed the advantages and disadvantages of 
each unloading strategy.

III. DESIGN OF DEEP REINFORCEMENT LEARNING ALGORITHM

Reinforcement learning is an algorithmic model that can make opti-
mal decisions through self-study in a specific scenario. It models it by 
abstracting all real problems into an interactive process between the 
agent and the environment. At each time step during the interac-
tion, the agent receives the state of the environment and selects the 
corresponding response action, and then at the next time step, the 
agent obtains a reward value and a new state based on the feedback 
from the environment. Reinforcement learning constantly learns 
knowledge to adapt to the environment according to the rewards 
received, and all its agents aim to maximize the sum of expected 
cumulative rewards or expected rewards received at all time steps. 
Although reinforcement learning has many advantages, at the same 
time, the method lacks scalability and is essentially limited to rather 
low-dimensional problems. These limitations exist because rein-
forcement learning algorithms have the same memory complexity, 
computational complexity as well as sample complexity in machine 
learning algorithms.

A. lstm Network
DQA is a deep reinforcement learning algorithm based on value 
iteration. Its goal is to estimate the Q value of the optimal strat-
egy. The algorithm uses the deep neural network to calculate the 
approximate value function, turns the q-table update problem into a 
function fitting problem, and makes it obtain similar output actions 
according to similar states so as to solve the shortcomings of the 
traditional Q-learning algorithm in high-dimensional and continu-
ous problems [15]. The calculation result of Q̂  function is made to 
approach Q value by updating parameter θ as shown in the equation 
below:
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Wherein, St+1 represents the next state of state at after taking action a′ 
in time step T, St+1 is the immediate reward after taking action at, and 
a′ is all actions that state St+1 can take; γ is the discount coefficient in 
the value accumulation process, which determines the importance 
of future returns relative to current returns; a is the learning rate, and 
the greater the value, the less the effect of previous training will be 
retained [16]. Therefore, by maintaining the difference between the 
two network parameters for a period of time, the loss function is cal-
culated by using the difference between the current Q value and the 
target Q value, and then the parameters of the main net network 
are updated reversely by using methods such as random gradient 
descent. The loss function of DQN algorithm is calculated as:
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where ˆ , ;Q s at t �� �  represents the output of the current network 
main net, which is used to calculate the Q value of the current 
state action pair; ˆ , ;Q s at�

��� �1 �  represents the output of target net, 
which is used to calculate the target Q value after taking all possible 
actions. In view of the gradual change of resources in MEC with time 
and the memory ability of LSTM network for long-time state, this 
paper proposes to combine LSTM and DQN to deal with the actual 
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MEC problem dependent on time sequence. By replacing one full 
connection layer of DQN network with LSTM layer, the cyclic struc-
ture is used to integrate long-time historical data to better estimate 
the current state [17]. zt and action at form a state action pair, which 
can be integrated with the output value in LSTM to deduce the real 
environment state st and then imported into the deep neural net-
work for training [18]. Therefore, compared with ˆ , ;Q s at t �� �  used in 
DQN algorithm, DRQN prefers to use ˆ , ;Q z ht t �� �  for function fitting, 
in which ht represents the output value of LSTM layer in the current 
time step, and its iteration is as follows:

h LSTM h z at t t t� � � �1 , ,  (3)

B. Post Experience Playback
HER is a sample data storage structure used to solve the sparse feed-
back reward. It adjusts the task goal through the progressive learn-
ing method to improve the strategy exploration ability of the model. 
Now it is assumed that the agent will experience the learning pro-
cess from the initial state s0 to the target state g, but its termination 
state is g′ at the end of learning, then the generated real learning 
trajectory can be expressed as:

s g a r s s g a r s s g a r gn n n0 0 0 1 1 1 1 2, , , , , , , , , , ..., , , , ,� � � � �� �� �  (4)

where an represents the action taken by the agent in time step n, and 
rn represents the reward obtained by the agent in time step n [19]. 
Based on the above assumptions, HER replaces the target state g with 
the termination state g′, which indicates that the agent achieves the 
goal and obtains effective feedback in the learning process, and the 
generated imaginary learning track can be expressed as:

s g a r s s g a r s s g a r gn n n0 0 0 1 1 1 1 2, , , , , , , , , , ..., , , , ,�� � �� � � �� �� �  (5)

Because the learning objectives of the model are different in each 
iteration, the selected action will also change. The action obtained 
according to the current state st and the target state g in time step t 
is calculated as:

r ward s a gt t t� � �Re , ,  (6)

Finally, the experience calculated according to the target state G is 
stored in the experience pool. Each experience based on HER will be 
composed of five elements: current state s, action s′, timely reward 
R, next state a, and current target g. Meanwhile, during the training 
process, the experience playback based on HER can generate imagi-
nary target g′ through the target sampling strategy. The new reward 
is calculated in combination with state St and action at and stored in 
the experience pool [20] so as to generate some additional training 
experience, which is calculated as:

� � �� �r ward s a gt tRe , ,  (7)

Among them, the goal sampling strategy adopted in this paper is 
future, that is, randomly sampling the states after time step T and 
selecting K states as a new set of imaginary goals. HER makes full use 
of the idea that human beings obtain useful experience from failure 
experience and obtains effective rewards by achieving imaginary 
goals in the learning process through imagination trajectory. In order 
to ensure that any strategy generated can use feedback reward for 
learning, in which the agent first reaches the imaginary target state 
in a small area close to the initial state then gradually explores the 

surrounding area, uses progressive learning to meet the task target 
with increasing difficulty, and finally makes the model learn to the 
actual target state.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In order to reflect the change of resource utilization of mobile appli-
cations in different time periods, this paper uses Google cluster trace 
data set to simulate the change of utilization of each module over 
time. In addition, in order to ensure the efficient availability of the 
strategies generated by each deep reinforcement learning algo-
rithm, this paper first selects 1000 applications from Google data 
set to train each neural network then selects other data to test the 
trained network model so as to compare the universality and effi-
ciency of each strategy. Figs. 2-7 are the resource loss diagrams gen-
erated by each algorithm in task unloading [21]. It can be seen from 
the figure that with the growth of the number of applications, the 
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unloading strategy generated by each algorithm shows an increas-
ing relationship in terms of energy consumption, cost, load balanc-
ing, delay, network usage, and execution time. Among them, the 
unloading strategy based on mobile algorithm can achieve good 
results in terms of cost and delay, but poor in other aspects. This is 
mainly because the mobile algorithm offloads the subtasks to the 
local device for execution first and then gradually offloads to the 
upper device when the resources are insufficient. Therefore, the 
algorithm has lower delay at the network level [22]. In addition, 
because the local device belongs to the user, there is no need to pay 
the corresponding calculation cost when processing the task, so the 
cost of the algorithm is very low.

This part of the experiment is mainly used to verify the performance 
of each algorithm in the actual MEC unloading task. The whole test 
platform uses three servers and two laptops for experimental simu-
lation, of which two servers are used to simulate edge service nodes 

in different geographical locations, one server is used to simulate 
cloud data center, and two laptops are used to simulate users’ mobile 
devices [23] All servers adopted Ubuntu 16.04.6lts operating system, 
16 core processor model intelxeone5-2660, 2 gigabit network cards, 
and 32GB memory.

By freezing the running application and saving its execution state 
to the disk in the form of snapshot, the software can uninstall the 
application. Sysstat provides the performance monitoring function 
of Linux system. It can be used to count the resource utilization of 
CPU and calculate the energy consumption and cost of server equip-
ment. The unit price of each type of equipment is consistent with 
Table 1 [24]. At the same time, in order to simulate the dynamic 
resource changes of different user applications, this experiment uses 
container technology to build a certain number of web applications: 
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websites using static pages, dynamic websites using SQLite3 data-
base, and dynamic websites using MySQL database and uses web 
bench website stress test tool to simulate users’ continuous request 
operation on websites [25]. In addition, in order to test the impact 
of users’ geographical location on task unloading strategy, in 
this experiment, the EUA data set is used to simulate the location 
change of users and the Linux traffic control tool is used to simulate 
the transmission delay caused by relative distance. Figs 8-10 show 
the performance of energy consumption, cost, and delay of each 
algorithm in this test environment [26]. It can be seen from the fig-
ure that the real-world experimental results of each algorithm are 
basically the same as the simulation experimental results. Finally, 
HERDRQN algorithm performs best in terms of energy consumption 
and exceeds most algorithms in terms of cost and delay. Therefore, 
its comprehensive performance is the best of all algorithms [27-29].

V. CONCLUSION

In order to study the task unloading algorithm for mobile edge com-
putation, this paper proposes an AIs-based approach. The algorithm 
for unloading the algorithm generated by each algorithm is then 
tested on the iFogSim peripheral computational simulation platform 
factors. Comparing the different outcomes of each algorithm, the 
LSTM network and the improved HERDRQN algorithm based on HER 
are effective in balancing power consumption, cost, load, and latency, 
proving that the strategy generated by the HERDRQN algorithm can 
solve the problem. MEC task. Science and rationale for unloading. 
Edge intelligence will change the architecture of production and 
play an important role in future life. Therefore, it is possible to further 
study the issues and technologies related to MEC unloading.
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